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VLSI BASED MULTIPROCESSOR COMMUNICATIONS NETWORKS

Progress Report: Year 2

Mark A. Franklin and Donald F. Wann

1. Introduction

This document is the Annual Progress Report for the Office of Naval

Research contract number N00014-80-C-0761, (NR#: 375-033) entitled "VLSI Based

Multiprocessor Communications Networks". The contract began on September

1,1980 and was approved on scientific/technical grounds for a duration of

three years. Incremental funding was approved for year three of the

research and this work has just begun. This report documents research

progress and major achievements during the second year of the contract.

Research plans for year three are also presented.

Need for a research effort in the area of VLSI based communication

networks was discussed in depth in the original proposal and will therefore

only be briefly reviewed here.The research is motivated by four basic tactors:

1- Until recently, increases in computational power have

resulted principally from the increased performance associated with advances

in component technology. In the future, as we push against the basic physical

limitations of various component technologies, large performance increases

based on such advances are likely to be increasingly costly. Another approach

to achieving high computational performance is through the use of parallel

processing techniques. The research discussed in this report is central to the

further development of these techniques. It focuses on tightly coupled

multiple processor computer systems consisting of large numbers of low cost

microprocessors tied together by a communication network.
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2- The communication network is a central and critical factor

in multiprocessor system performance. A poorly designed network can rapidly

become a performance bottleneck as the number of processors and the amount of

network traffic increases. Furthermore, the complexity and cost of many high

bandwidth networks grows faster than the growth of processors in the system.

With large networks, the cost of the network may dominate overall system

costs. The bulk of our research is concerned with the design and performance

of such networks.

3- Communication and interconnection network research has

often focussed on functional and protocol issues. The advent of VLSI

however has made it important to examine just how such networks can be

designed to exploit the cost and performance opportunites available with thi

technology. Much of our resea-ch work has thus centered on questions of design

in the VLSI environment. In this context, the questions of pin constraints,

geometric regularity, network partitioning and network control are among the

research questions considered. In addition, fabrication experiments related to

different network control schemes have been undertaken.

4- Finally, the role of circuit topology (i.e. circuit

planarity, and overall circuit geometries) is clearly of great importance in

VLSI design. Some of our earlier research has examined this topic in the

context of interconnection networks. Such networks are very similar (from

topology and control points of view), to various regular parallel processing

networks such as systolic arrays. These systolic arrays represent another

approach, as opposed to conventional multiprocessors, to using parallelism to

achieve high computational performance. Extending our network research to

these types of regular arrays is a current research area being investigated.
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The major accompli.hoeats of the research performed during the last

year are reviewed in Section 2 to follow. Section 3 discusses our plans for

year three of the contract. Section 4 concludes with a summary discussion of

the research thus far.

A number of appendices follow the main body of the report and

constitute the detailed results of our research. These include research papers

which have been published or submitted for publication, and several working

papers which discuss research in progress. Other research performed under this

contract is documented'in last year's annual report.

2. Research Summary and Major Accomplishments

2.1 Interconnection Networks: Asynchronous versus Clocked Design Methodologies

For large multiprocessor systems, high bandwidth interconnection

networks will require numerous "network chips", with each chip implementing

some subpietwcrk of the original larger network. Modularity and growth are

."portant properties for such networks since multiprocessor systems may vary

in size. The problem of partitioning such networks is thus a critical one and

must be dealt with if the high bandwidth properties of large idealized net-

works are to be preserved when they are actually implemenred as aggregates of

subnetwork chips. Two components of the partitioning problem are addressed in

this report. The first, considered in this section, relates to the broad

question of network timing control. The second, considered in section 2.2, is

concerned principally with the problem of pin limitations.

Timing control concerns just how data movement is synchronized in an

interconnection network. Consider, for instance a mesh connected crossbar

network where messages move from the input to the output ports. Assume that

local routing capabilities are present at each crosspoint (i.e. any message

' ' , S~ m -, ,, ..- I
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proceeding through the network contains header information that is successive-

ly examined by each crosspoint switch to determine message routing through the

switch) and, once a path through the network has been established, that path

is held for the duration of the message.

There are two principal methods which can be used in controlling data

movement along such a path. These are referred to as asynchronous and

synchronous (or clocked) control schemes, and while they are well known as

general and often opposing metl-odologies, there have been few cases where a

quantitative comparison has been made between them on the basis of a common

system design problem. Research was undertaken to develop appropriate models

so that such a quantitative comparison could be made. Two types of inter-

connection networks were examined. First the standard mesh connected crossbar,

and then an NlogN network referred to as a Banyan network. Details of this

work can be found in Appendices I and II. Appendix I was presented at the

last International Conference on Computer Architecture where it was very well

received. It is now being published in the IEEE Transactions on Computers.

In practice, clocked designs have usually been preferred due to their

relative simplicity and generally lower hardware costs. When systems become

physically large however, when their size cannot be predicted in advance, or

when there are numerous system inputs which operate independently (and on

separate clocks), then the advantages of asynchronous design begin to mount.

An example of this is in modular computer design where expandability and

arbitrary system restructuring are key system features. In such modular

systems determining the appropriate clock period is difficult, if not

impossible, since the final size and configuration of the system is not known

in advance. Not knowing this final size makes estimation of clock skew and the

design of clock distribution schemes problematic. Designing for a maximum size
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system, on the other hand, would require such large clock periods that system

speed would be inordinately slow. The use of asynchronous control schemes in

such environments is a natural solution to designing for system growth. Design

of such control schemes are however difficult, and in general engineers have

shunned this approach focusing instead on extending conventional clocked

schemes. An interesting tradeoff can be seen here. On the one hand with clock-

ed schemes the design of the control logic is simple while clock distribution

is difficult. On the other hand with asynchronous schemes the design of the

control logic is difficult while there is no clock distribution problem with

which to contend.

All of this relates directly to the control problem encountered with

interconnection networks used in multiprocessor systems. The ideal network

should be modular and expandable so that it can be readily used to support a

wide range of multiprocessor system sizes. This points to the use of an

asynchronous scheme. Furthermore, since network chips will tend to be pin

limited rather than component limited, any extra logic components needed for

implementation of the asynchronous control could be easily absorbed on the

chip. But, any asynchronous scheme would have to be implemented on a per port

basis. That is, each input and ouput port of the network or subnetwork would

require extra control lines. An asynchronous scheme would thus tend to have

heavy pin requirements in a situation which already has pin constraints.

Synchronous schemes, on the other hand will not be as pin intensive, however,

will also not yield broadly modular and expandable designs.

The research, detailed in Appendices I and II, concentrated on

developing models so that the asynchronous/clocked design decision could be

made in a quantitative fashion. The performance measure used was network

bandwidth, and thus the various models concentrated on determining the time
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delays associated with each of the options. For the synchronous case the use

of a simple two phase clocking scheme was assumed. A novel clock distribution

arrangement based on a tree structure was presented. This implementation

assures equidistant clock paths to all switch nodes and thus eliminates one

of the important sources of clock skew. Other sources remain however, and a

model of clock skew based on a MOS VLSI implementation of the network was

developed. These models allow one to determine whether a synchronous or a

clocked control scheme results in higher overall network bandwidth for a given

clock skew and set of fabrication parameters. Decision curves can thus be

obtained which aid in the design process. For example, with the crossbar

network and a reasonable set of MOS VLSI fabrication parameters, our results

show that if a clock skew below 100 nanoseconds can be achieved, then a

clocked control scheme would yield the highest bandwidth network.Similar

design decisions with regard to the use of crossbar versus Banyan networks

have been quantified and are presented in Appendix II.

2.2 Interconnection Networks: Pin Limitations and Partitioning

In last year's annual report the problem of pin constraints was dis-

cussed. This is a fundamental problem which is having an increasing impact on

the design of VLSI circuits. The source of the problem is that the amount of

logic that can be placed on a chip varies roughly with the area of the chip,

and chip size is increasing as fabrication techniques improve. At the same

time logic densities are increasing, also due to better fabrication techniques

(e.g. smaller line widths).

Standard dual-in-line packaging, on the other hand, typically places

pins on the periphery of the package. These pins must have a minimum dimension

and separation due to mechanical constraints, and these constraints have not
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relaxed appreciably over the years. At the same time other mechanical and

space constraints limit the size of the package which can be built. Thus the

number of pins available per package has increased roughly linearly over the

past years. The result is that the increase in available pins/chip has not

matched the increase in the amount of logic/chip.

The input/output and pin requirements of a particular logical device

will of course depend on the function of the device and details of its design.

There is, however, a general relationship between the number of logic devices

a system requires and its pin requirements. Empirically, this relationship

has been found to be reasonably approximated by:

Number of Pins - KC**b

K is a constant which depends on the device function and design. :s the

number of logical circuits, and b has a value of about 0.5 . Foi Lercon-

nection networks of the sort needed in multiprocessor systems, the value of K

tends to be much larger than values found for the "average" circuit. That

is, interconnection networks are very pin intensive.

The effective design of large interconnection networks is thus tied

to handling the pin limitation problem. Our research here has centered on

determining network partitioning strategies which satisfy given pin

constraints, while at the same time minimizing performance measures of network

time delay and chip count. In the partitioning process an important synch-

ronization problem was also revealed. Details of this research on partitioning

and associated synchronization problems may be found in Appendix III which is

to be published in the November 1982 IEEE Transactions on Computers.
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2.3 Interconnection Networks: VLSI Design and Implementation

During the past year work was begun on designing and implementing

two small VLSI network chips. Both chips implement the basic crosspoint

used in a modular crossbar network. In one chip clocked control procedures

were employed, while in the other, asynchronous procedures were used. The

designs were done for an NMOS fabrication process and one of the chips is

currently being fabricated at. the MOSIS facility at UCLA (ISI).

The goals of this design and implementation work are threefold.

First, once the chips are available, performance testing will allow us to

evaluate the accuracy of our design models. It is clear that mathematical

models, such as those discussed in the previous sections, require verification

and validation before they can be accepted in the design community. The

production of actual subnetwork chips will permit such a comparison of models

and reality.

The second goal relates to evaluating the methodologies and tools

available in the logic design and implementation process. This is of

particular importance when considering the design of asynchronous logic.

Design methods here have by and large been ad hoc and unstructured in nature.

Recently however, a rigorous design procedure for asynchronous circuits has

been developed by C. Molnar and T. Fang of the 4ashington University Computer

Systems Laboratory. This procedure holds out the promise of yielding

asynchronous circuits which can be guaranteed by design to work. The asyn-

chronous interconnection chip has been a good vehicle for testing out this

design procedure. If successful, this may well lead to greater acceptance and

use of asynchronous design solutions to digita. systems problems.

The final goal is a long term one. The chips which are developed and

tested are viewed as small scale prototypes of the interconnection chips



which are necessary for the design of future multiprocessor systems. A long

term objective is to develop and test such a multiprocessor system.

Appendices IV and V document the procedures used in developing each of

the two interconnection network chips discussed above, and present the

resultant designs. The synchronous chip is currently being fabricated, and

should be returned for testing within the next few months. The asynchronous

chip will be submitted for fabrication shortly. Future experiments will

involve replicating the basic switch design so that larger network modules can

be placed on a single chip.

2.4 Systolic Arrays: Asynchronous versus Clocked Design Methodologies.

Although, as we have described above, increases in processing power can

be achieved using multiple processors interconnected via a switching network,

another architectural style that seems to offer similar performance increases

has recently received considerable attention. This is the systolic array.

This architecture has the desirable properties of being modular, can be

pipelined, and has the potential for high speed concurrent processing. It

also appears to be quite attractive for VLSI implementation because of its

regular structure. That is, it only requires the design of a single basic

module for each of the linear, rectangular or hexagonal arrays.

There are numerous papers describing the applications of such arrays,

particularly in the signal processing field (see references of Appendix VI).

However, most of this literature is concerned with the presentation of

algorithms and there is only a limited discussion of how such arrays can be

controlled. We also are not aware of any reports on how one determines the

actual performance of these arrays in terms of bandwidth or data rate. As

with the multiprocessor interconnection networks, both synchronous and

W I I I I I I I I I . .. .. . . . . . . i i i
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asynchronous control can be used.

Consideration of this architectural style then is a natural extension of

our work on interconnection networks and we recently have begun some

preliminary studies aimed at determining accurate delay based models for both

types of control strategies. These models will allow us to make comparisons

of the control strategies and will also permit us to predict the performance

(e.g. data rates) of both structures. A working paper is included in Appendix

VI that illustrates some of our initial research efforts in this area. The

single dimensional linear systolic array is examined and delay models similar

to those for the crossbar networks have been constructed. From these models

the worst case computational periods have been extracted and the data rates

obtained. The results for the synchronous and asynchronous structures are

DRs - 1/(dcompute + dpath + alpha + delta)

DRa - 1/(dcompute + 2dpath)

where dcompute is the processing delay associated with the module, dpath is

the propagation path delay associated with the transfer of data from module to

module, and alpha and delta are related to the skew of the clock in the

synchronous system.

It should be emphasized here that the systolic array architecture is

substantially different than the multiprocessor architecture discussed earlier

and this has important fabrication implications. For a moderate number of

processors an interconnection network can probably be placed on a single chip

or a bit slice approach can be used. The interconnection network, being

simple, is therefore not chip area limited, but pin limited. On the other

hand, with the systolic array, each module contains a processor. This

increased logical complexity will require chip area and thus more of a balance

may be achieved between area and pin constraints. We plan to investigate some
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of these issues during the coming year in addition to developing similar

models and bandwidth relations for square and hexagonal systolic arrays.

2.5 Reinforced Delta Networks: Formal Models and Network Performance

Much of the research work we have pursued on interconnection networks

has focused on modelling and comparing two fundamental network types: Crossbar

and NlogN networks. Our work has considered the chip area and pin require-

ments, and the performance (i.e. bandwidth and cost) of these networks using

different control schemes.

NlogN or Banyan type networks have two main attractions. First, they

have moderate component counts since the number of components grows roughly as

NlogN versus N**2 for crossbar networks. Second, network control for

establishing connections can be decentralized. This latter property permits

design of modular networks which can be more easily partitioned.

An undesirable characteristic of these networks, however, is their

inability to realize arbitrary connections (mappings) between input and

output ports. Networks which cannot perform all such mappings are said to be

blocking type networks, as opposed to non-blocking networks such as the

crossbar network. This loss in connection concurrency is one of the

tradeoffs involved in keeping the component count down in Banyan networks.

A number of studies have been made which formalize the properties and perfor-

mance of such networks, and one of the most general is that of Patel (see

references of Appendix VII). Patel proposed a broad class of NlogN networks

called Delta networks and presented performance models for operation of these

networks in a random access environment. in such an environment, random

connections need to be established between input and output ports, and such an

environment approximates the operation of a large NIMD (Multiple Instruction
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stream Multiple Data stream) computer.

During the past year research has been pursued on extending the Delta

network class to include networks which have certain improved properties. This

new class of network is referred to as a "Reinforced" Delta network. There are

three reasons for the developement of this new network class. First, Delta

networks are only defined for network sizes which are powers of the

subnetwork module size (this will typically correspond to the network which

can be placed on a single chip). For a given subnetwork size, this restricts

the size of the overall network which can be constructed. Reinforced Delta

networks relax this constraint and permit a greater number of overall network

sizes for a given subnetwork module size.

Second, as indicated, Delta networks are blocking networks and hence

have poorer bandwidth properties then crossbar networks with equal numbers of

input and output ports. The reinforced Delta network introduces extra links

into the Delta network construction in a structured fashion. This increases

the bandwidth of the network. Thus network bandwidths which range from pure

Delta networks to crossbar networks can be designed, and a spectrum of net-

works with varying bandwidth and chip requirements are possible.

Third, Delta networks, and for that matter all standard NlogN

networks, have a single path from input to output. If a link along this path

is broken, then certain connections cannot be made. This represents a severe

reliability problem in many applications. Reinforced Delta networks, by pro-

viding extra links, improve the reliability of the network.

Appendix VII presents a formal model for reinforced Delta networks,

indicates how overall networks of different sizes can be constructed from

various submodule networks, and analyzes network bandwidth.
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3.0 Research Tasks: Year Three

3.1 Experiments and Tests

As indicated earlier, we have just completed the design and submitted

a layout for the basic module of the synchronous controlled crossbar network

to the UCLA ISI HOSIS facility for implementation in NMOS. This is scheduled

to be fabricated soon and several chips should be returned to us in the next

few months. This design will be tested, and based on the experimental results,

any necessary modifications in the layout will be made. We then plan on

replicating several of the modules on a single chip so that a 2 by 2 or 4 by 4

crossbar network can be obtained. When this larger interconnection network is

fabricated we will be in a position to measure the performance of overall

networks (e.g. delays, data rate, bandwidth), obtain information about other

important parameters (e.g. power consumption), and compare these to the

theoretical results that we have obtained. This should allow us to refine our

theoretical models so that they more realistically predict circuit

performance.

During this period the design and layout of the asynchronously

controlled crossbar module presented in Appendix V will be finished and

submitted for fabrication. Plans here are similar to those for the

synchronously controlled crossbar: to test and evaluate the basic module, to

modify and resubmit it if necessary, and to then have a larger (4 by 4)

asynchronously controlled network fabricated Since the asynchronous switch is

far more complex than the synchronous switch, the testing procedure will be

more time consuming.

The results of these studies and measurements should give us

substantial insight into the accuracy of our models of the two control

structures, and should provide practical results that allow these VLSI
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interconnection networks to be applied in multiprocessor systems.

3.2 Theoretical Studies

3.2.1 Banyan and Reinforced Delta Networks

We have begun work on determining how the Banyan interconnection

network should be controlled and have constructed models for evaluating its

performance. We plan on continuing this work and comparing it to the crossbar

implementations described above. Attempts to convert these results into a

physical NMOS layout and implementation may be undertaken if it seems to be

warranted and if time and manpower permit. If possible, reliability models of

reinforced Delta networks will also be developed and reliability comparisons

with standard NlogN networks studied.

3.2.2 Protocols and Software Support

Research will be pursued on related issues (other than the module

physical implementation) that must be understood before an actual interconnec-

tion network can be successfully employed. These include additional studies of

source/destination protocol problems which relate directly to higher level

software support, and place additional constraints on network behaviour and

performance.

3.2.3 General Physical Constraints

Three principal physical constraints are associated with VLSI chip

design. These are chip area, number of pins, and heat (power) dissipation. We

have already investigated the impact of pin limitations on interconnection

network design. The development of more general models which integrate all

three constraints is now being studied. This research will continue with the

goal of obtaining an overall constraint model to apply to interconnection

networks of interest.

-7 : - .. -
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3.2.4 Systolic Arrays

Our knowledge of pin limitations, asynchronous and synchronous control

structures, module modelling, and performance evaluation which have been

acquired in our research on crossbar and Banyan networks will be applied to

systolic array designs that are common in signal processing applications.

These arrays are also constructed by the replication of interconnected

modules and our experience with modular interconnection networks should be

extremely useful in this research area. We hope to further expand our initial

work on one dimensional linear arrays (Appendix VI) to square and hexagonal

arrays. The goal of this research is to be able to predict the optimum type of

systolic array control structure as a function of array size and clock skew.

This should be of significant interest to the signal processing community.

4.0 Conclusions

This annual report has documented research progress and achievements

which have occurred during year two of ONR contract N00014-80-C-0761 entitled

"VLSI Based Multiprocessor Communications Networks". The work was performed at

the Washington University Center for Computer Systems Design, St. Louis,

Missouri. This work has been motivated by the potential for increased speed

and high reliability associated with the implementation of multiple processor

systems, recognition of the importance of the interconnection network over

which the processors communicate, and by the availability of new design

options afforded by the ongoing VLSI technology revolution. In addition,

interconnection networks are one example of a digital system which has regular

topological properties, and consists of basic functional units which are

replicated and connected in a structured fashion. Systolic arrays are another

example of such regular systems and thus some of the design models and

L . .. " f J I I I ,' '",
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techniques used on interconnection networks may be applicable to such arrays.

During year 2 of our research, further progress was made on a host of

problems. Of particular importance has been the work developing models for

interconnection network control structures. Our analysis of asynchronous and

clocked control schemes is unique, and represents one of the only published

results which constrasts these two approaches in a quanLitative fashion on a

realistic digital design problem. The models developed allow one to decide on

the control technique which yields the highest bandwidth for a given set of

design parameters. As discussed in Section 2.4, this research has been

extended to one dimensional systolic arrays. Control of systolic arrays has

generally been a neglected area of research even though development of

systolic array chips requires an understanding of this problem . Further

research here may provide the designer with a fuller understanding of import-

ant control section design decisions, and thus limit the use of ad hoc design

methods. We intend to do further research work in this area during year 3 of

this contract.

In order to evaluate the interconnection network models and general

design methodologies which we have developed, some time was spent during the

year on the design and layout of two NMOS chips. Each chip implements the

basic crosspoint element in a modular crossbar network, with one chip

implementing a clocked control scheme, and one an asynchronous control scheme.

The clocked chip has been completed and sent out for fabrication. The

asynchronous chip will soon be completed and will also be fabricated. Testing

will begin when the fabricated chips are obtained.

Finally, general network modelling research was also pursued during

the year. Research continued on the pin limitation and partitioning problem,

and a new type of network referred to as the reinforced Delta network was pro-

, , , , , , , ,
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posed and investigated. This net-ork design is both more reliable and has

better bandwidth properties than standard Delta networks. Models were develop-

ed to predict the blocking and bandwidth capabilities of this network.

Proposed research during year three is outlined in Section 3 of this

report. Most of this work represents a continuation of tasks begun during

years 1 and 2 of the project, and reflect the work discussed initially in our

original proposal. Our expectations are that the coming year will continue to

be productive and that further meaningful progress will be made.



APPENDIX I Proceedings of the 1982
International Conference

on
Computer Architecture

IEEE TRANSACTIONS

ON COMPUTERS (in press)

ASYNCMDONOUS AND CLOCKED COHtOL STRUrUBS FOR VLSI BASED INTRCONNECTIO NRIVORKSO

Mark A. Franklin and Donald F. Vann

Department of Electrical Engineering
Vashington University

St. Louis. Missouri 63130

(313d5, G0175. LAIR75. PEA577). on their

complexity and performance (PATE79. SIEG79,

A central issue in the design of multiproossor MALESO), and to a certain extent, on their actual

systems is the interconnection network which design (FRAN79. QUATS1, FRANIA). Some of these

provides communications paths between the studies have emphasized the VLSI implementation of

processors. For large systems, high bandwidth such connection networks (OET80, THOSO, FRANSiB,

Interconnection networks will require numerous PADUSI) and in particular just how the topology of
'network chips' with each chip implementing some various networks affects their chip area and time

subnetwork of the original larger network, delay properties.

Modularity and growth are important properties for
such networks since multiprocessor systems may vary control structures for large interconnection

in size. This paper is concerned with the question ntokswrecnumes foS c are rquired or
of timing control of such networks. Two networks where numerous VLSI chips are required for

approaches, asynchronous and clocked, are used in full network implementation. A general

the design of a basic network switching module, interconnection network is shown in Figure 1. TheThe modnies and the approaches sre then modelled network is taken to have N' input ports and N'snd equations for network time delay are developed, output ports where each port has B' data lines.
Thee equations form the basis for a comparison Other lines not shown in the figure will also bebetween the two approaches. The importance of required for control and synchronization of databeteenthetwoappoahes Th imortnceof transfer through the network. Clearly for N' and
clock distribution strategies and clock skew is tran through the network Cla l reN'ian
quantified, and a network clock distribution scheme
which partitioning into a number of subnetworks where a

guarantees equal length clock paths is single VLSI chip can be associated with each
presented. subnetwork. A principal motivation for

partitioning the network relates to chiv vin
limitations and, as discussed in FRANSIB, there are
several partitioning strategies available. One

1.0 M O simple approach is shown in Figure 2.

The principal issues in computer architecture Related to the partitioning problem is the
have continually evolved in response to changes in broader question of timing control. That is. how
basic computer technology and in recent years the is data movement synchronized in the network?
advent of VLSI technology has once again shifted Consider, for instance the mesh connected crossbar
the design space. While the implications of this shown in Figure 2 and assume that the network is to
shift are not yet fully understood, certain changes pass messages from input to output ports. Assume
in direction are becoming apparmnt. This paper is that local routing capabilities are present at each
concerned with a problem of central importance in croaspoint in the network (i.e., any message
the design of ]aree multiprocessor computer proceeding through the network contains header
systems. Such systems are typically based on the information that is successively examined by each
use of inexpensive yet powerful VLSI microprocessor crosspoint switch to determine message routing
chips and chip sets. through the switch) and that once a path through

the network has been established, that path is held
Over the past few years the availability of for the duration of the message. Assume

such microprocessors has led to numerous proposals furthermore that the individual switches have
for the design of a variety of physically local, limited memory so that a message can be pipolined
closely coupled multiprocessor systems (SWAN77, along a captured input/output path.
DBNN74, SEJNSO, SULL77). The communications

network utilized by such closely coupled processor There are two principal methods which can be
configurat4ons is of central importance to the used in controlling data movement along such a
performance of these systems. Various studies have path. These are referred to as asynchronous and
focused on functional properties of such networks synchronous (or clocked) control schemes and while

they are well known as general and often opposing

methodologies there have been few cases where a

01his work was supported in part by NSF Grant quantitative comparison has been made between them

KCS-78-20731 and ONi Contract M00014-80-C-0761
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on the basis of a common system design problem, request, acknowledge). An asynchronous schema

This paper presents such a comparison. where the would thus tend to have heavy pin requirements in a

system in question is a crossbar interconnection situation which already has pin constraints. The

network of the genaral type described above, full range of considerations here is currently

Though not pursued here, the analysis presented being studied.
extends to other network topologies as well.

This paper concentrates on a principal

rn practice. clocked designs have usually been component of this study, that is, what are the

preferred due to their relative simplicity and relative speeds that can be achieved when

generally lower hardware costs. When systems implementing an interconnection network using

become physically large however, or when their size asynchronous versus clocked control schemes. The

cannot be predicted in advance, or when there are section that follows defines asynchronous and

numerous system inputs which operate independently clocked protocols for a simple but reasonable

(and on separate clocks), then the advantages of network switch module. Time delay models are then

asynchronous design begin to mount. One example of developed and general expressions for the delay

this is in processor bus design where asynchronous presented and discussed. These models show that

control schemes are comon (DIGI81, SUTR79). clock skew is a key factor in determining which of

Another is in modular computer design where the two approaches leads to a faster switching

expandability and arbitrary system restructuring module. The central role of clock skew is further

are key system features (CLAU67). In such modular examined in the succeeding section and the physical

systems determining the appropriate clock period is origins of this skew are investigated under the

difficult, if not impossible, since the final size assumption that the switch modules are fabricated

and configuration of the syste,: is not known in using standard NVOS technology. Clock path layout

advance. Not knowing this firal size makes is also important in determining skew and an

estimation of clock skew and the design of clock interesting tree structured layout is presented

distribution schemes problematic. Designing for a which provides for equal length paths to each

maximum size system, on the other hand, would switching module. The paper concludes with a

require such large clock periods that syster speed detailed example demonstrating the use of the time

would be inordinately slow. A similar type of delay models in a particular switch design

problem arises when designing timing control situation.
structures in the VLSI domain which are robust over L2 PROTOCOLS
a range of feature sizes, that is, which operate

properly as the physical dimensions of the A brief description of suggested protocols for

components are scaled (SEIT79). The use of the synchronous and asynchronous realizations of

asynchronous control schemes in such environments the crossbar interconnection network is given in

is a natural solution to designing for system this section. A complete interconnection network

growth (or shrinkage). In this context it has been would require control provision for:

pointed out that use of asynchronous techniques can Path establishment
also be viewed as a structured design discipline in Transfer of data from source to destination

the time (or actually sequence) domain akin in Detection of a blocked path

spirit to structured programing in the program Indication of end of transmission
domain (SEITBO). Design of such control schemes Path clearing

are however difficult, and in general engineers We have described how all of these requirements

have shunned this approach focusing instead on could be satisfied (FRAN81C). We have also shown

extending conventional clocked schemes. An that for many cases of practical importance, a bit

interesting tradeoff can be sen here. On the one slice architecture in which the network is

hand with clocked schemes the design of the control partitioned into planes, each plane switching one

logic is simple while the clock distribution bit of the incoming data words, is optimumal from a

problem is difficult. On the other hand with chip count viewpoint (FRAN812). For this reason

asynchronous schemes the design of the control the analysis here is restricted to a one bit plane

logic is difficult while there is no clock network as shown in Figure 2a. Figure 2b

distribution problem with which to contend. illustrates what positions may be established in an

individual switch. Further, since data rate is the

All of this relates directly to the control performance measure. only the protocol necessary to

problem encountered with interconneztion networks transfer data from module to module (assuming that

used in multiprocessor systems. The ideal network the path from source to destination has already

should be modular eud expandable so that it can be been established) is described.

readily used to support a wide range of 2A AsynchronousP
multiprocessor system sizes. This points to the

use of an asynchronous scheme. Furthermore, since A delay insensitive protocol is adopted for

network chips will tend to be pin limited rather the asynchronous modules, that is. insertion of any

than component limited, any extra logic components fixed or time varying delay in any of the paths

needed for implementation of the asynchronous between modules will not cause the network to fail

control could *&sly be absorbed on the chip. In - although its speed may be modified. One such

contrast, any asynchronous control scheme would delay insensitive protocol that has the minimum

have to be implemented on a per port basis. That number of signal changes (and thus probably will

is. each input and output port of the network or have the maximum data rate) uses transition

subnetwork would require eztra control lines (e.g., sensitive logic. This protocol can be illustrated

in Figure 3 by considering a single switch pair



3

(i.j) in which data is to be transmitted from a d [3.11
source at the loft to a destination at the right.

The protocol is as follows: If module i wants to dp 2 0 [3.21
send a logic zero to module j it makes a change in
the R0 line - if it wants to send a logic one to
module j it makes a change in the R.1 line. Upon It is now possible to compute the minimum
receipt of a change in R0 or 31. module j accepts interarrival time between successive requests to
the data and returns an acknowledge to module i by module i. Assume that there is an acknowledge
changing the A line. If module I has some new data present at module i and a first request to this
(e.g. received from the module to its left) it may module arrives from the module to its left. This
now transmit it to module j by again changing the request propagates along the dotted path shown in
appropriate line, 10 or 3l. Note that this Figure 5 and arrives back at the combinational
transaction technique is independent of any delay logic input to module i. If the module to the left
that is inserted in the lines between modules i and of module i has produced a now request in response
j since the change will eventually reach its to the acknowledge generated by module i. this
intended module and the module cannot proceed with second request could be processed immediately.
its enxt exchange until the previous exchange has Thus the time between servicing successive data
been completed. This protocol will be assumed in bits (e.g. requests) for the asynchronous
the further discussions on asynchronous architecture is given by the loop delay, dA.
interconnection networks, where
JA2 Synchronous Protocol

For the synchronous system the standard dA ' 
d
, + d ij + dLj + d j + dpji [3.3]

clocked-data protocol is adapted in which a level
sensitive two-phase clock is employed. Two such The values for the individual delays will vary from
comunicating modules (ij) are shown in Figure 4 module to module due to processing and fabrication
along with an entire network. This arrangement nonuniformities and the next question is just what
operates in the following manner: Let data be values of delays to adopt. Note that the network
available at the input to module i. This data is operates in a pipeline manner, and thus the data
captured by module i (i.e. stored) upon the rate of the network is determined by the maximum
assertion of the phase-one clock. On the assertion value of this loop time (i.e. the maximum value of
of the phase-two clock the data is transferred to one of the pipe delays). For a network with N
the output of nodule i and propagates over the sources and N destinations the average path through
communication pathway to the input of module J. the network contains N modules. For large N there
This data at the input of nodule j is then captured is a high probability that a loop between a pair of
on the assertion of the phase-one clock and the adjacent modules will be encountered that contains
procedure is repeated. Note that this protocol is propagation delays that all have their largest
not delay insensitive since, if the period of the values. This probability approaches one as N grows
clock (e.g. the time between successive assertions and to ensure worst case conditions it will be
of the phase-one clock) is too short, then the data assumed that such a maximum loop delay, IA is
captured at the input to module i at an assertion encountered. (it is interesting to observe here
of the clock will not have had adequate time to that because of the pipeline nature of this
propagate through module i, across the architecture the maximum delay determines its
interconnecting pathway and be available at the performance. This is in contrast to many
input to module j on the next clock assertion, applications of asynchronous systems in which a
Is REAW I OOv S good estimate of the performance is given by the

1.1 Asnchronous Delay Model _*oA ug delay). These maximum delays will be
identified by removing the subscripts i and j in

For the asynchronous switching elements shown Equation 3.3. Hence
in Figure 3 consider only a single request from -
left to right with the corresponding acknowledge dA - 2dL + dF + 2dp [3.41
from right to left. The Huffman model (that
satisfies the protocol discussed in the previous Li Symchrasons Delay M/ode1
section) for a pair of modules along a path from
source go destination is represented in Figure 5. The model for two modules in the synchronous
Consider module i in this figure. Lot the system of Figure 4 can be constructed using a
propagation delay of the combinational logic be finite state machine representation of each module.
d i , the propagation delay of the feedback path This machine is designed to implement the classical
bed pl and the propagation delay along the two-phase level sensitive clocking scheme protocol
requet path from module I to module J be dp, . described in Section 2.2 and can be depicted as
Similarly for module J the logic and foee&ack shown in Figure 6. This model has combinational
delays are dL , and d' , while for the logic delay dL. memory delay dN.
acknowledge path iro moduli j to module i. the interconnection data path delay dp. and delay
delay is dp i. To ensure race free operation it along the clock line dc. The delays dL and
has been shoin by FANGS1 that the delays must d are assumed to have a distribution of values
satisfy the relations: ilentical to those used for the asynchronous model,

thus no distinguishing subscript is needed. The
delay dC is used to represent propagation delay
along the path over which the clock is distributed.
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Each nodule contains two memory elements (i.e. a The delay values are statistically distributed and,

master-slave configuration) and those ar* due to the pipeline argument. the delays for the

identified by an additional subscript (e.g. module pair under consideration are assumed to

dwill dt2) corresponding to whether they represent the largest delay encountered in the

receive a phase-one or a phase-two clock. distribution. Then Equations 3.5 and 3.6 are
identical. Removing the subscripts to indicate

Consider data stored in a memory element on a this worst case condition allows the maximum delay

particular clock phase. This data can propagate for the synchronous architecture to be written as

along a path to a memory element and, to guarantee
deterministic behavior, this data must arrive and ds = dL 

+ 
2dM + dp + 6 [3.111

be stable prior to the next occurrence of this

clock phase. This imposes constraints on the where the clock skew is 6 - d - d.

minimum cloak period. The module pair shown in Ci cj

Figure 6 has four such paths along which data is LI DA R1= ChMPEWSO
transmitted: a path from memory il to memory JI. a

path from memory i2 to memory j2, an internal The data rate for the asynchronous system.

feedback path from il to il and an internal DRA., and the data rate for the synchronous

feedback path from JI to jl. Each of these path system. DRS. are the inverses of the

delays places a constraint on the clock period and corresponding delay times given in Equations 3.4

the maximum delay determines the acceptable period, and 3.10. Therefore

The constraint for Path I is: Data at the input to

memory il at an occurrence of the phase-one clock DRA -
1
/(2d L + dp + 2dp) (4.11

at memory i must propasge via , dii.

dp n, ad d. and be stable at the input to DRS - I/(dL + 2dV + dp + 6) (4.2]
mery jiatAe next occurrence of the phase-one
clock at memory JI. A timing diagram for this The condition under which the asynchronous data

constaint is shown in Figure 7 and the period of rate is larger than the synchronous data rate can

the clock is specified as T. The occurrence of the be written as

phase-one clock at the two memory elements il and

jI is influenced by the value of the two clock line 6 ) dL + dp + dF - 2dM (4.3]

delays dE.. and dC l From the timing diagram

the cloci period cln be expressed as: Equations 4.1 and 4.2, which provide the data rates

for the asynchronous and synchronous systems, and

T ) dgil + d*/i2 + dpij + dLj + (dcil - dcjl) [3.5] Equation 4.3. which indicates how clock skew

affects the data rate comparisons between the two
In a similar manner the oh the oree paths consist systems, are the major developments of this work,
of data propagating through the following elements: Once the design team has information about the

Path 2: d and specific implementation parameters and can

t N 'PiJ' and jI  determine their numerical delay values, these
Path 3: d d and dLi design equations can be used to compare system

mill dN12 performance and make a selection of an appropriate

Path 4: dMjIl. dMj2 . and dLj system architecture.

The constraint relations for these three paths can The interpretation of this rate comparison can

be found in a manner similar to that for Path I and be simplified further by observing that the delay

are: of the memory will normally be equal to the delay

of an elemental transistor, d. The combinational

T ) dX12 + dpij * dLj dMjl + (dci2 - dCJ2 )  [3.6] logic delay can be expressed as a multiple of this

delay, that is. dL = kd. The minimum delay

T ) d + d 3.71 constraint for d. from Equation 3.1 will be used
Nil + N Liso that d- d kd. Using this nomenclature

T ) dj 1 + dMJl2 + dLj 3.81 the condit on o Equation 4.3 then becomes

Since in most designs the last two constraints 6/d > 2(k-1) + dp/d (4.4]

imposed on T are smaller than either of the first

two, they will not be considered further here. This relation is shown in Figure 8 and illustrates

Note that the bracketed quantity in Equation 3.5 is the regions in which DRA ) DRS and in which

the difference in arrival of the phase-one clock at DR < DR . For large dp the synchronous

the corresponding memory elements of the two A higher than that of i

modules. Likewise for the bracketed quantity in system late rate isapof

Equation 3.6 and the phase-two clock. These asynchronous system. This is because dp appears

differences are called clock Igw and will be only once in the path between two synchronous

defined as 
switch modules (see Figure 6 and Equation 4.2)

while, in the asynchronous system, the handshake

d cil - dcj [3.91 protocol requires a round trip, thus d occurs

C1 twice C~i (see Figure 5 and Equation 4.1). tikoise as

6 - d - d (3.101 6 is increased, the performance of the synchronous

C2 C2 Ci system is degraded (see Equation 4.2). The

interaction between these two variables can be
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shown graphically (for a specific value of k and Consider the simple model for this situation in
dp) by plotting a normalized data rate, d'DO which two modules Ml and M2 are driven from a
versus 6/d. An example of this is illustrated in common clock point P, with clock lines from this
Figure 9 for the special case of zero propagation common point of lengths L1 and L2. Assume that the
delay (dp = 0) between modules. The role of clock is •aerted att ; 0. The clock skew is then
clock skew becomes clear from thia figure. As the the difference in time between when M1 responds to
skew increases, there is a distinct crossover point C1 and when M2 responds to C2. This difference in
beyond which en asynchronous design is superior response is determined by four factors:
from a data rate performance viewpoint. The effect
of the intermodule propagation delay is also Differences in the line parameters (e.g.
apparent. As this delay increases the synchronous resistivity, dielectric constant) that
design becomes superior, that determine the line time constant.

Differences in the threshold voltages of

Let the crossbar network be oimp,emented via the two modules M1 and M2.
NNOS technology with a collection of N- switching
modules on a chip and let a number of such chips be Differences in delays through any active
placed on a printed circuit board and elements inserted in the lines (e.g.
interconnected via printed circuit wiring. In this clock buffers).
section the factors that affect the values of the
various system delays are examined and simple Differences in the line lengths Li and L2.
expressions for each of them are developed.
.A Combinational Logic. Memory &" Feedback It is reasonable to assume that the clock will be

Delays generated external to the chip so that sufficient
drive for all the on-chip modules is available.

The synchronous module can be described by a Dance buffers will not be needed and the third
40 row state table and a PLA implementation of this factor in the above list can be ignored. In the
table was chosen. A design methodology for next section a clock distribution that guarantees
determing a PLA having the minimum delay was equal clock line lengths for all paths is
applied (ANAN82) and yielded a combinational delay, developed. Thus the fourth factor can be
d 1 -37.5 us and memory delay dM - 2 ns. eliminated. A model for the clock path skew that
though a complete state table for the includes the first two factors is developed in the

asynchronous case was not developed, the Appendix v id the clock skew is found in terms of
preliminary analysis indicates that its complexity the maximum and minimum time constants of a clock
would be comparable, so this same value of d1 is line (V and RC) and the maximum and minimum values
used for both architectures. The feedback %elay, of the threshold voltage of a typical logic gate
d_. for the asynchronous case is equal to the (V_ and V ) The result of that derivation'T -T *
combinational logic delay, gives the clock skew as
Ll. el ylk 2

There are two intermodule paths that must be 6 - RC In VT -RC In YT (5.21
examined: paths between two adjacent modules on
the same integrated circuit chip and paths between
two adjacent modules on different chips. Because 6.0 CLOCK DISTRIBUTION
of the topology of the crossbar network, modules
that communicate can be implemented in close As shown in the Appendix, it is important to
physical proximity. Compared to the other circuit maintain th same on-chip clock line length to each
delays, the intermodule path delay between modules of the' modules. One technique that
on the same chip is then very shell and can be accomplishes this utilizes a binary tree layout for
ignored. This, however, is not true when a module the clock path. An example of this distribution
on one chip must communicate with a module on for a single-phase clock supplied to an 8x8 network
another chip. The delay is related to the is shown in Figure 10. Note that as this tree is

resistance and capacitance of the path and, since traversed from its root (clock input) to any leaf
the interconnection path will be short and will use (module) the length to each switch is constant.
metal conductors, its resistance is small and can Let the dimension of one edge of the network array
be neglected. The propagation delay is then equal E, then the length of each of the N" clock
determined by the ratio of the capacitanco of an paths (for this example) is lIE/8. As N increases
elemental gate, C and the capacitance if the (i.e. for large E) the length. L of each path

interconection lint, CL. It has been shown becomes L - 3E/2. In order to estimate the clock
(MADSO) that if one uses an exponential buffer skew, the RC time constant of the clock path must
this delay is given by the expression be computed. Thus the length and type of

conducting material for each branch of the clock

dp - de(ln(CL/C)J [$.11 tree must be known. Although the clock could be

distributed using metal for the horizontal clock

LJ Clock kew_ paths and diffusion for the vertical paths, metal
should be used wherever possible. Some short

The clock skew is the maximum delay between sections of diffusion will be necessary, however,
the clock signals that control a horizontally or in order to bridge intermodule communication,
vertically adjacent module pair in Figure 4. power, ground and reset lines (assuming only a

single layer of metal is available). An actual

.5-
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layout of a synchroaous module indicates that theu processors in the final system may change), and in
sections can be shortened so that only 20% of the the small (i.e. the VLSI feature size may change)
clock line is in diffusion. The distribution of appears to sake an asynchronous approach

the two-phase clock requires two such binary trees attractive. Such an approach, however, will tend
- this second tree can be constructed by merely to haye heavy pin requirements. Before a complete
displacing the first tree in the vertical and comparison of the methodologies can be achieved, it

horizontal directions by the minimum line is necessary that fundamental models which allow
separation. The length of the metal branches and one to compare their relative speeds are developed.
the length of the diffusion branches for a large This is the principal contribution of this paper.
chip with side E then becomes

First two switch modules, one asynchronous and
LM - 1.2E LD - 0.31 [6.1) one clocked, and their respective data

synchronization protocols were defined. Based on
this e model of each module's operation was

where L = LN - LD - 1.5Z developed. These models allow one to determine the
data transmission speed associated with the modules
(and therefore for an entire network) and thus
compare the timing control methodologies in

Consider a network constructed on a question. The model equations yield decision

25cm x 25cm printed circuit board which contains 64 curves which can be used to compare these two
packaged chips each with a package size of control structures under a variety of design
2.5cm a 2.5cm. The actual chip size is parameters. The equations indicate the key role
approximately 1em z 1cm. (If an individual chip played by clock path delay and clock skew, and
had 100 pins this arrangement could handle one bit clearly shows how the speed of clocked systems must
slice of a 48z48 asynchronous network). Aasume be lowered as the clock skew increases. Key
copper printed circuit connections between chips. equations are derived for path delay and clock
The pin capacitance for this type of construction skew, and a tree structured clock layout scheme is
is about 4 pf and the capacitance of an elemental presented which results in equal length clock paths
Sate is about 0.02 pf. Then the maximum delays for to each switching module. An example is developed
this type of circuit are approximately dL - 37.5 where the switching modules are assumed to be
us. dN . 2 us, dF - 37.5 us. and d? - 43 us. fabricated in the NNOS technology and for this

example the synchronous control is shown to yield a
Substituting these values into Equation 4.3 faster system.

shows that in order for the asynchronous data rate
to exceed the synchronous system data rate the APEWIX
clock skew would have to be 114 us or greater.
Next an estimation of the clock skew is computed The waveform of the clock at the input to one
for this example. of the modules in Figure 10 due to a step change at

the clock input is approximated by an exponential

Since there is negligible clock skew due to of the form
the printed circuit board paths, the clock skew is
dominated by intrachip parameters. From the v(t) - VDD[1 - exp(-t/RC)] (Al]
Appendix the RC value for the chip clock line is
found as 50 na. Discussion with commercial where R and C are the lumped resistance and
fabricators have indicated a vari.,tion of ± 20% in capacitance of the clock path and V is the
RC. Thus C - 61 us and RC - 40 us. For a supply supply voltage. The time constant.I , of two
voltage of 5 volts, equal oise margins can be clock lines will be different because of the

obtained with V - 2.5 volts. The range of the variability in the line parameters. Let R and KC
threshold variation is also about + 20%. so be the maximum and minimum values of this
T = 3.0 and V - 2.0 volts. Using these variability. The clock skew is also dependent on
values tn EquaTion 5.2 gives the clock skew as 39 the differences in the threshold voltages of the
us. Figures 11 and 12 illustrate a numerical two adjacent modules. Let the mean threshold
comparison between the two architectures. Note voltage of a module be V with s range of V to

that the synchronous system architecture yields V V Then if one module las the maximum threshold
higher data rate than the asynchronous architecture d the maximum C line time constant, and the

for these network parameters. adjacent module has the minimum threshold and the

LA COMCUSIONS minimum RC line time constant, this causes the
maximum time difference in the response of the two

This paper has presented a comparison of modules to the clock. This is illustrated in
asynchronous and clocked timing control structures Figure Al where the delay difference is T- .
in the context of the design of an interconnection Substituting these worst case- conditions into
network. The network has local routing control, is Equation A allows the values of V and V
pipelined, and has a mesh connected crossbar to be expressed in terms of asand ' as

topology. It is intended for use in a message - -
based multiprocessor environment. The selection of VT - VDD[l - exp(-t/RC)] [A2]
the appropriate control structure is critical if a

high bandwidth, modular interconnection network is T = 
VfD[l - ezp(-IC)] [A3]

to be achieved. Deaissin for growth and size

uncertainty both in the large (i.e. the number of
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Combining these two equations yields the clock skew The line time constant is then
due to both time constant and threshold variations
as tC - (%/sq)( o

2
)o.S4(CM/ar) + 0.09( CD/nr) [A12]

8 t - -C ln(VT) - .e.ql5(!) [A4J
For the example discussed in Section 7 the
following representative values for the line

Next the value of IC is determined. The physical parameters are used:
geometry of a conductor can be represented as shown
in Figure A2 where the resistance and the RD/sq - 20 Ohms/sq
capacitance are given by 4K -lcm O - 0um, (A131

ft-pL/(WVhs) and
R (-.S C/ nt - 0.3 x 10

- 4 
pf/um

2

C -LW/(h 0 ) C./ar - 10-4 pf/um2

In these relations p is the resistivity of the
conductor, s is the dielectric constant of the Substituting these values into Equation A12 gives

oxide. h is the thickness of the oxide, and h RC - 50 nanoseconds.

is the °thickness, V is the width &a L i the
length of the conductor. Hence the time constant
of the line can be expressed as

RC - paL
2
/(h ho ) [A6U

ANAN82: Anautharaman, S. Delays in PLAs:
Note that the time constant is independent of the Analysis, Reduction and Computer Aided
width of the line. If two clock lines have Optimization. M.S. Thesis, Dept. of E.E.

different lengths, the clock skew is related to the Washington Univ. St. Louis (May 1982)
square of the differences in line lengths. It is
for this reason that the binary tree distribution BENE63: Bones. V.E. MATHEMATICAL THOERY OF
illustrated in Figure 10. which provides equal CONNECTING NETWORIS AND TELEPHONE TRAFFIC. Aced.
lengths. has been chosen. Press, N.Y. (1965)

Consider one of the paths in the binary tree
and let the diffusion length and width be and cLAR67: Clark. WA. Macromodular Computer

L; * and the67 Cletkl lengt andooda widtmbuternV , and the metal length and width be a¥id Systems, AFIPS Prec. SJ7CC (Apr 1967)

The resistance will be expressed In Yarms of

ohs per square and capacitance in terms of pf per DENN74: Dennis, 3.B. et.al A Preliminary
unit area (in this case square microns). These Architecture for a Basic Data-Flow Processor, Proc.
relations can be related to the basic parameters 2nd Ann. Syn. Comp. Arch. (Dec 1974)
shown in Figure A2 as

DIG181: Digital Equipment Corp, MICROCOMPUTERS AND
f/sq - p/h and C/at - s/h0 [A7] MEMORIES, DEC, Maynard. Mass (1981)

Since the resistivity of diffusion is very large FANGSI: Fang, T.P. On the Design of Hazard Free
compared to the resistivity of metal, the Circuits, Computer Sys. Lab., T.X. 283,
contribution of the resistance of the metal path to Washington Univ., St. Louis (Nov 81)
the total line resistance will be negligible.
However, the capacitance of both the diffusion and FRAN79: Franklin, M.A. et.al. Design Issues in
metal lines must be included in the computation. The Development of a Modular Multiprocessor
Therefore the total line resistance and total line Communications Network, Proc. 6th Ann. Symp.
capacitance is approximately Coup. Arch. (Apr 1979)

f - (%D/sq)(LD/WD) [AS) FRANSlA: Franklin, M.A. and Vann. D.F. Pin

Limitations and VLSI Interconnection Networks.
C * CM + CD  Proc. 1981 Conf. on Parallel Processing (1931)

. (CN/ar)WNL N + (CD/ar)WDLD [A9) FRAN81B: Franklin, M.A. VLSI Performance
Comparison of Banyan and Crossbar Switching

If the minimum feature Size is X then MRADSO shows Networks, IE Trans. Comp. C-30.4 (Apr 1981)
that the minimum width of a diffusion conductor is
2)6 and the minimum width of a metal conductor is FRAN81C: Franklin, M.A., Wann. D.F. and Thomas,
3U. Equation 6.1 gives the lengths of metal and W.J. Word Inconsistency in Partitioned VLSI
diffusion in terms of the chip dimension. Hence Interconnection Networks. Center for Computer
the total resistance and capacitance can be written Systems Design TN 81FR-B. Washington Univ. St.
as Louis (1981)

f - (%/sq)(O.3E)/(2)) [AOJ GOfKE73: Goke. L.R. and Lipovski, 0.3. Banyan
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APPENDIX II WORKING PAPER

DELAY COMPARISON OF VLSI BASED BANYAN AND CROSSBAR NETWORKS

S. Dhar, M. Franklin and D. Wann
Washington University,
St. Louis, Missouri.

1.0 Introduction

Advances in VLSI technology have made available a number of

low cost yet powerful microprocessor chips. This has led to a host , f

proposals [SWANN77,SULL77,SEJNSOJ for the design of closely coupled multiple

processor systems in which a number of processors are connected together by a

communications network. The communications network handles interprocessor

communication and makes sharing of common resources possible. A key issue in

the design of such systems is the design of this network, and overall system

performance is dependent to a large extent on the performance of the network.

The choice of the type of communications network therefore becomes a major

factor in the design process.

A number of studies tFRAN81AFRANSlC,KAHN78,FRAN792 have

focussed on Crossbar and NlogN interconnection networks in a VLSI environment.

The planar and modular construction of the Crossbar network makes it very

suitable for VLSI implementation. NlogN networks, such as Banyan networks,

while not planar, generally require fewer chips for implementation of networks

of equal size.

The data rate that can be achieved in a network is an

important performance measure that determines the suitability of a particular

network in a particular system. A high data rate is generally desirable and

several methods have been evolved which reduce the delay through a network to

maximize the data rate. The pipelined mode of data transfer is a commonly

used technique for achieving high data rates.
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Consider an N*N crossbar network built from the basic module

shown in Figure 1. With uniformly addressed input and output ports, the

average number of modules in an input/output path is N. If the pipelined mode

of data transfer is applied to such a system, and long messages are

transferred, there would be an increased data rate of approximately N times

over the non-pipelined case. A recent paper EFRANSIA3 has evaluated the delays

in Crossbar and Banyan networks under a non-pipelined mode of data transfer.

In such a system the delay is directly proportional to the length of a data

path and it has been shown that for large networks requiring multiple chips,

the Banyan network has a higher data rate due to a smaller path length.

However, in a pipelined system the length of the data path has a much smaller

influence on the delay, especially when large messages are transferred. The

data rate of the network then is determined by other factors.

Another important issue in the design of the communications

network is the type of control scheme to be used for control of data movement.

There are two principal methods that can be used in controlling data movement

along the network; these are referred to as the synchronous (or clocked) and

the asynchronous (or self-timed) schemes. Franklin and Wann EFRANSID] have

made a quantitative comparison of the two control schemes for a Crossbar

network. The synchronous control scheme has been traditionally favoureo,

especially in small systems. because of the simplicity of logic design.

However, for large systems where size cantot be predicted in advance, or where

a number of subsystems operate independently, the maximum clock skew may not

be known in advance and the asynchronous control scheme seems to be more

suitable.

This paper is an extension of the work presented by Franklin

and Wann. Their analysis focussed on a single network, the Crossbar, and how

II. . . . .
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the use of asynchronous or clocked control schemes affected network

performance. As pointed out above however, for large networks, the use of a

Banyan (or other NlogN) networks can significantly reduce the number of chips

required for overall network implementation. This paper therefore compares

both Crossbar and Banyan network performance (e. 9. data rate or bandwidth)

over the asynchronous/clocked control design options. The analysis is based on

a finite state machine model of the basic switch modules, and a clock line

layout which minimizes clock skew in both the Crossbar and Banyan networks.

The analysis provides a quantitative approach to making the Crossbar/Banyan,

asynchronous/synchronous design decisions. For a particular example, decision

curves are provided to illustrate the procedure.

2.0 Protocol Issues

A complete interconnection network requires control provisions

for:

a) Path establishment.

b) Transfer of data from source to destination.

c) Detection of a blocked path.

d) Indication of end of transmission with path clearing.

The way in which these requirements can be satisfied have been described in

FRANSID and is not considered further here. The present analysis assumes that

the path from source to destination has already been established and focuses

on data rates achievable after path establishment.

It is also assumed that the network has been partitioned

following a bit slice architecture approach with one bit per plane, that is,

if a word size of sixteen is desired , then sixteen network planes are

implemented. The present analysis is therefore restricted to one bit plane of

the network.

(
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For the asynchronous network, a delay insensitive control

structure is adopted. That is, insertion of any delay between modules will not

cause the network to malfunction. Transitivn sensitive logic is employed and

with this approach the total number of signal changes necessary to complete

the transfer of one bit of data is two (one on the request line and one on the

acknowledge line). Figure 2(a) shows the interconnection between two

asynchronous modules. A transition on RI indicates the presence of a "1" bit,

while a transition on RO indicates the presence of a "0" bit. The "A" line

supplies the acknowledge response signal. Interconnection of two synchronous

modules is shown in Figure 2(b). For the synchronous network, the standard two

phase level sensitive clock is used for the data transfer. Data at the input

of a module is captured at phase one of the clock and is transferred to the

output of the module at phase two of the clock.

3.0 A Banyan Network Model

3.1 Banyan Asynchronous Delay Model

The logical implementation of ttle asynchronous module is

achieved by means of a finite state machine. The Huffman representation C

such an implementation is shown in Figure 3. If the input of the combinational

logic is a function of the output of the combinational logic, then it has befn

shown CFANGS13 that the sufficient conditions on the various delays to achieve

hazard free operation are given by the relations

dF >= dL (3. 1)

dO >- dF + dL (3. 2)

For the purpose of determining the data rate consider Figure

2(a) where a single request moves from left to right with the corresponding

'- -. r - * - ..
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acknowledge proceeding from right to left. Since the network is pipelined, the

data rate in a given source/destination path is determined by the the maximum

delay between any two communicating modules in that path. A pair of

communicating modules i and j in a path k is modelled as shown in Figure 4(a).

Considering module i, the maximum propagation delay from any input to any

output of the combinational logic is dLi while the propagation delay of the

feedback path is dFi. dPij is the propagation delay of a request in going

from module i to module i over the physical distance between module i and

module J. The delay term "max(dPij,dFi)" in the request path between modules i

and j shown in Figure 4(a) is ne iessary to satisfy the constraint given by

(3. 2) and is explained later on. Similarly for module j, we have dLj and dFj

with the propagation delay in the acknowledge path from module j to module i

over the physical distance between modules j and i being dPji. The propagation

delay of the path from the output of the combinational logic of module i,

through the combinational logic of module j to the input of the combinational

logic of module i corresponds to the term dO in Figure 3. If relation (3. 1) is

satisfied, then the delay terms "may(dFi, dPij)" and "max(dFi, dPji)" ensure

that relation (3.2) is always satisfied.

The minimum delay between two requests for the pair of

Asynchronous BAnyan modules i and j is equal to the maximum loop delay as

given below.

dARAij = dLi + max(dPij,dFi) + dLj + max(dpPidFi) (3.3)

The inverse of the delay dABAiJ gives the data rate between

the pair of modules i and j. However, we are interested in determining the

data rate of the entire network. In an asynchronous network the data rate in

different paths of the network will in generel be different. Hence the average

data rate that the network can support will be considered. Obviously, the

average data rate is dependent on the relative frequency of usage of the
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different paths in the network. We will assume that all paths in the network

are equally used. In the remaining part of this section we will develop

expressions for the minimum delay between two requests for a path in the

network. and then by obtaining the average of such delays for all paths in the

network we will arrive at the expression for the average delay between two

requests for the entire network.

The expression (3.3) is for a particular pair of modules i and

J in a path k. Consider next all pairs of such communicating modules in the

path k. Each pair of communicating modules has an associated maximum loop

delay which determines the minimum time between two requests. The path k can

then be modelled as shown in Figure 4(b) where each pair of communicating

modules and the maximum loop delay associated with that pair is shown. Because

the network is pipelined the maximum of the delays dABA12, dABA23,.....

dABA(n-I)n will determine the minimum time between two requests for the path

k. This minimum time can then be expressed as

dABAk = 2dL + 2(max(dPkdF) (3.4)

where dL and dF are the maximum values associated with the combinational logic

and feedback delays; dPk is the maximum delay between modules along the

request acknowledge lines for path k, that is

dPk = max(dPijdPji) for all i in path k, j=i+l (3.5)

Notice that dPk will be dependent on the particular path since this delay

reflects the layout of module chips on a printed circuit board and that layout

is in turn dependent on the topology of the network being considered. Figure

5 shows a layout for a 64*64 Banyan network composed of 4*4 chip modules. It

is clear from this figure that different source/destination paths will

encounter different delays, and that. within a given path there is some

particular module to module delay which is largest.. This results from the

I I lira II I I1. .
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nonplanar topology of the Banyan network which will generally require longer

paths between modules than a Crossbar network.

In order to obtain the average delay between two requests for

the entire network, the average of dABAk over all possible paths in the

network should be obtained. This can be expressed as

M
dABA ( dABAk )!M (3.6)

k=I

where there are a total of M paths in the network. We will assume here that

the maximum delays associated with the combinational logic and feedback are

constant for all paths in the network. Then equation (3. 6) can be expressed as

M
dABA = 2dL + 2(E max(dPk,dF)/M) (3.7)

k=1

If dPk >= dF for all k then equation (3.7) can be written as

M
dABA = 2dL + 2( Z dPk)!M (3.8)

k=1

Letting dPBA be the average of dPk over all paths we obtain

dABA = 2dL + 2dPBA (3.9)

M

where dPBA =ZdPk/M (3. 10)
k=I

Evaluation of individual delay parameters is deferred to Section 3. 3.

3.2 Banyan Synchronous Delay Model

The synchronous module may also be represented as a finite

state machine. As in the case of the asynchronous system, a pair of modules in

a path from a source to a destination is modelled. The model shown in Figure

6 has combinational logic delays dL, memory delays dM, interconnection path

delay dP and clock delay dC. Each module contains two memory elements and

these are identified by the subscripts I and 2. A two phase clocking scheme is
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used to clock the memory elements I and 2.

Constraints on the time-period of the clock car be obtained by

noting that the following conditions must. exist. to ensure proper operation:

(1) Data at input of memory il at phase I of the clock must propagate

via dMil, dMi2, dPij and dLj and be stable at. the input of memory ji before

the next occurrence of the phase I clock.

(2) Data at input of memory i2 at phase 2 of the clock must propagate

via dMi2, dPij, dLj and dMji and be stable at the input. of memory j2 before

the next occurrence of the phase 2 clock.

(3) Data at input of memory il at phase I of the clock must propagate

via dMil, dMi2 and dLi and be stable at the input of memory il before the next

occurrence of the phase I clock.

These constraints can be expessed in terms of the clock period and various

delays as shown below,

T '>= dMil + dMi2 + dPij + dLj + (dCil - dCj1) (3. II)

T >= dMi2 + dPij + dLj + dMjil + (dCi2 - dCJ2) (. 12)

and T >= dMil + dMi2 + dLi (3. 13)

In most. designs the third constraint on T is smaller than either of the first

twoi hence it will not be .considered further. The quantity (dCil-dCjl) is the

difference '.tween the times the phase I clock arrives at. the correspornding

memory elements of the two modules. The same applies to the quantity

(dC.i2-dCj2) and the phase 2 clock. These terms are referred to as the cloc-k

skew and are defined as

C1 = dCiI - dC.A (3. 14)

C2 = dCi2 - dCj2 (. 15)

The clock period will be determined by the pair of modules for which the

constraint on T is the largest.. If we assume that the largest individual
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delays are encountered for this pair of modules (this gives the worst case

condition), then relations (3. ii) and (3. 12) are identical (or if not., we

select. the most limiting condition). This worst case condition clock time

period for the Synchronous BAnyan network represents the delay, dSBA, between

two requests and is given by

dSBA = dL + 2dM + dPmax + (3. 16)

where dPmax is the maximum path delay between any pair of communicatirng

modules over the entire network, that is,

dPmax = max(dPij, dPji) for all i in the network, j=i+l (3A 17)

and = the clock skew = dCi - dCj (3. 18)

The next section considers the individual delay parameters for the Banyan

network.

3. 3 Delay Parameters for Banyan Network

We assume that the network will be implemented with NMOS

technology with a number of modules on a chip and a number of chips on a

printed circuit board. The minimum feature size for the NMO$ technology is

assumed to be 2. 5 microns. Consider next the various delay parameters needed

for evaluation of dABA and dSBA in Equations (3.9) and (3. 16) respectively.

The synchronous module was designed and can be described by a

40 row state table. Using a PLA implementation, the maximum delay through the

combinational logic was determined to be 45 nsec. The asynchronous module was

also designed and the combinational logic delay after the path has been

established was calculated as 34 nsec.

Hence dL = 45 nsec for the synchronous module

and dL = 34 nsec for the asynchronous module.

We choose dF = dL = 45 nsec for the synchronous module

and dF = dL = 34 nsec for the asynchronous module
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such that the condition given by (3. 1) is satisfied. The memory element

typically is an inverter with pullup to pulldown transistor ratio of 8:1, and

hence we have dM = 2d where d is the delay of a 4: 1 inverter. Next consider

the delays dPBA and dPmax. The path delay involves delay in paths on chip and

delay in paths off chip. The former is negligible compared to the latter

because the capacitances in paths off chip are orders of magnitude larger than

those in paths on chip. In order to minimize the delay in driving a load

capacitar,ce CL external to the chip we use exponential drivers. Assuming that

a signal present at the input to an elemental gate (an inverter) is to be

transferred to the load capacitance CL, the delay using exponential drivers is

given by "MEADS03

dP = d*e*ln(CL/Cg) (3. 19)

where C9  is the capacitance of an elemental gate. Expressions for dPBA and

dPmax in terms of the network size N, and the module size in a single chip N,

are derived in Appendix A as
2 4

dPBA = d*e*ln(2Cpin+Ll+((N +)(N-)12N )N'*L2/Cg) (3.120)

2

dPmax = d*e*ln((2Cpin+L+(N-I)N,*L2!N )/Cg) (3. 21)

where Cpin is the pin capacitance, and Li and L2 are the chip separations for

the Banyan network as shown in Figure 5.

We next consider the clock skew. The clock skew between two

modules is the difference in the delay in the clock lines to the two modules.

Consider the simple model shown in Figure 7. Two modules MI and M2 are driven

from a common clock point P with clock line lengths of L and L2. The clock

skew is the difference in the time when modules MI and M2 respond to the

assertion of the clock at point P. This difference can be attributed to

(a) Differences in line lengths.

(b) Differences in the passive line parameters like resistance,

L ll l m l Im l ' - . . m



dielectric constant that determine the line time constant.

(c) Differences in the threshold voltages of the two modules.

The delay in a line with a lumped resistance R and a lumped capacitance C: is

proportional to the time constant RC. As shown in Appendix B the time constant

RC is proportional to the square of the line length. Hence the contribution of

(a) to the clock skew grows as the square of the difference in the clock line

lengths. One possible clock distribution scheme that guarantees equal length

paths, thus eliminating (a) from consideration is shown in Figure S. Given

equal length paths the clock skew can be found as:

S = (RC)min*ln(l-(VTmin/Vdd)) - (RC)max*ln(l-(VTmax./Vdd)) (3. 22)

where (RC)max and (RC)min are the maximum and the minimum RC time constants

for the clock line, VTmax and VTmin are the maximum and minimum values of the

threshold voltage of a typical logic gate, and Vdd is the power supply

voltage.

In order to determine (RC)max and (RC)min, the path associated

with the clock line must. be analyzed in terms of its length and material.

Consider a chip which contains an N*N Banyan network. Let the length of the

chip be AN i then assuming that the switch modules are distributed as shown in

Figure 8, the width of the chip WN is given by

WN = AN(log N-l)!((N/2)-l) , N 5 2 (3. 23)
2

The clock could be distributed using metal for the horizontal clock paths and

diffusion for the vertical clock paths. However, since the line resistance of

diffusion is much larger than that of metal, it is desirable to use metal

only. Some small sections of diffusion will, however, be necessary to bridge

intermodule communication, power, ground and reset lines (only one layer of

metal is assumed here). Actual layout of the network indicates that. only about

20% of the total clock line need be in diffusion.

,, i lI I- I I II II I I - I I . .
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The total clock line length is calculated as

LBA = AN/2 + WN (3.24)

Hence the lengths of the metal and diffusion sections of the clock line are

given by

LMBA = O. 8LBA (3.25)

LDBA = 0.2LBA (3.2 6.)

As mentioned earlier, AN in the length of an N*N Banyan network chip. The

length of such a chip, as seen from Figure 8, is proportional to the size of

the network, that is , AN is proportional to N.

4. 0 A Crossbar Network Model

4. 1 Crossbar Asynchronous Delay Model

The delay model for the Crossbar network is obtained in the

same way as in the Banyan network. A pair of communicating modules in a path

from a source to a destination is modelled in the same way as shown in Figure

3. The maximum Asynchronous, CrossBar loop delay for modules i and j is then

obtained as

dACBij = dLi + max(dPi,dFi) + dLj + max(dPji,dFi) (4. 1)

Since data is pipelined in the same manner as in the Banyan network, followirng

the same reasonings as in the Banyan network, we obtain the data rate as the

inverse of dACB where

dACB = 2dL + dF + 2dPCB (4.2)

where dPCB is the path delay between two communicating modules. It should be

noted that because of the planar construction of the Crossbar network, the

distance between two interchip communicating modules is a constant independert

of network size. Hence the path delay between two communicating modules is not

. o~L
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dependent on any particular path being considered. This is a key difference in

the analysis of the Banyan and the Crossbar networks.

4. 2 Crossbar Synchronous Delay Model

The synchronous delay model for the Crossbar network is

similar to the model developed for the Banyan network (Figure 6). The data

rate in the network is then given by the inverse of dSCB where

dSCB = dL + 2dM + dPCBmax + S (4. 3)

where dPCBmax corresponds to the delay in the longest path between two

communicating modules in the network.

4.3 Delay Parameters for Crossbar Network

The delay parameters dL, dF and dM are same as for the Banyan

network. The term dPCB is estimated in Appendix A. Also, the clock

distribution is similar to the Banyan network giving equal clock path lengths

for all the modules. A clock distribution for a 16*16 Crossbar network is

shown in Figure 9. Using metal and diffusion to distribute the clock as in the

Banyan network, the total clock line length LCB is given by

LCB = 1.SAN (4.4)

where AN is the length (or width) of an N*N Crossbar network. The length of

clock line in metal and diffusion then are given by

LMCB = 1. 2AN for the metal line (4. 5)

LDCB = 0. 3AN for the diffusion line (4.6)

5.0 Example

As an example let us consider a N'*N' network built from N*N

size module chips which are laid on copper printed circuit boards. The pin

capacitance for this type of construction is about 4pf and the capacitance of

' , I A
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an elemental gate is O. Olpf. The various delays are:

d = 2.0 nsec

dM = 4. 0 nsec

dL = 45 nsec for the synchronous module

= 34 nsec for the asynchronous module

dF = 45 nsec for the synchronous module

= 34 nsec for the asynchronous module

An estimate of the clock skew is given in Appendix B. The synchronous module

was designed and a VLSI implementation was achieved via a PLA. The area

required by a 2*2 network was estimated and from this data it was calculated

that the largest network that can be implemented on a lcm*icm chip is 16*16.

We will assume that the size of the largest chip available is 2cm*2cmi a 32*32

network can be implemented in a chip of these dimensions. The delays dABA and

dACB for the asynchronous modules and the delays dSBA and dSCB for the

synchronous modules of the Banyan and Crossbar networks are plotted in Figures

10 and 11 against N', the network size. In Figure 12 the same delays are

plotted against N, the module size.

5.1 Comparison of Asynchronous and Synchronous Network Delays

Banyan Network

Consider the delay dABA for the asynchronous module. From

Figure I0 we observe that the delay increases with an increase in the network

size N' for a constant N, the module size; the delay decreases with increase

in N for a constant N'. The increase of dABA with N' can be attributed to the

term dPBA, the average of the maximum path delays. As the size of the network

increases, the physical path lengths between communicating chips increase and

since the off-chip path determines the path delay, there is an increase in

I I I III7.. .
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delay. On the other hand, with increase in the module size, the implementation

of a given size network requires fewer chips arid hence the physical path

length between communicating chips decreases; this results in a decrease in

the delay.

Next consider the delay dSBA for the synchronous module. The

synchronous module delay increases with N' for a constant N and increases with

N for a constant N'. The increase of dSBA with N' can be attributed to the

term dPmax, the maximum path delay between two communicating chips. As

mentioned with reference to the asynchronous module, with increase in the

network size the physical path lengths increase resulting in an increased

delay. On the other hand, increase of dSBA with increase in N is due to the

increase in clock skew; as the physical size of the chip increases (with

increase in N) the clock line lengths within the chip increase and hence

result in an increased clock skew. A key assumption in this is that there is

negligible clock skew associated with clock distribution to the individual

chips.

Crossbar Network

The delay for the asynchronous module is independent of N'

and N. This is because of the planar construction of the Crossbar network. The

distance between communicating chips is a constant independent of network size

and hence the delay is also constant.

The delay for the synchronous module is independent of NW;

this is because of the same reasons as in the asynchronous module. The delay

increase with N in the asynchronous case is because the clock skew increases

with N as explained earlier.

The variation of dABA and dSBA with N for different N has

been shown in Figure 12. From this figure we can make a comparison of the

delays associated with the asynchronous and synchronous control schemes. It. is

I II II I I I II - II * A
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clear that in the case of the Banyan network, for small N the synchronous

control scheme results in a smallta delay. Consider a particular network size

N'. From the intersection of the curves for the asynchronous and synchronous

control schemes for this value of N', we can obtain the range of values of N

for which a particular control scheme is best. For example, for N'512 we get

the following result:

Synchronous control better for N < 23

BANYAN Asynchronous control better for N > 23

The same interpret&tion can be extended to the Crossbar

network curves. Notice that the Crossbar network delays are independent of the

network size because the intermodule distances are constant independent of the

module or network size. Thus we get the following result:

Synchronous control better for N < 19

CROSSBAR Asynchronous control better for N > 19

5. 2 Comparison of Banyan and Crossbar Network Delays

We first consider the asynchronous control scheme. From

Figures 10 and 11 we find that the Crossbar asynchronous network always has a

smaller delay than the Banyan asynchronous netwo,'k. For small network sizes,

the difference in the Banyan and the Crossbar network delays is not

significant; however for large network sizes, the Crossbar network has a

significantly less delay. The reason for this difference again is because of

the planar construction of the Crossbar network. A more important

characteristic of the Crossbar network is that the delay is constant

independent of the network size; this could become a significant advantage

for networks which are designed with future expansion in mind.

We next consider the synchronous control scheme. Again, the
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Crossbar network has a smaller delay for small values of N, while for large

values of N the delay of the Crossbar network is significantly higher than

that of the Banyan network. From Figure 12 we find that the delay of the

Crossbar synchronous network increases more rapidly as N increases than that

of the Banyan network. The reason for this is the clock skew. In the Crossbar

network the clock path lengths increase much more rapidly with increase in the

module size in a chip than in the case of the Banyan network since the

Crossbar network requires more number of modules to implement a given size

network than the Banyan network.

In order to minimize hardware costs (i. e. reduce total number

of chips), the maximum module size would be selected. However it should be

noted that given current chip sizes and pin constraints, if one wants to use

the maximum module size possible (i. e. 16 < N < 32). then unfortunately this

is just the region of greatest uncertainty in terms of selecting the option

with minimum delay.

6. 0 Conclusions

This paper has presented a comparison of the Banyan and

Crossbar networks on the basis of the type of control scheme used for routing

of data. The networks are intended for use in multiprocessor systems for

interprocessor communication. The choice of the type of network and control

structure is important in achieving high bandwidth and modularity. The

analysis used in this paper can be utilized in making certain important

decisions regarding the bandwidth and modularity of the network.

The Banyan and the Crossbar networks have been modelled

according to the type of control scheme used. These models were used to obtain

the delay associated with each type of network and control scheme. The delay

equations were then used to obtain the delay curves of Figures LO and 1i and

I I I I I Ie" I I l ,
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Figure 12.

Comparison of the delays in the Banyan and the Crossbar

network were made for both types of control schemes, the synchronous and the

asynchronous. The modular and planar structure of the Crossbar network was

found to be very suitable for VLSI implementation; this was also the reason

for the delays in the Crossbar network for both types of control schemes being

less than that in the Banyan network. Delay curves were obta )ed for a

particular example clearly showing the delay tradeoffs for the Banyan and

Crossbar networks, and the synchronous and the asynchronous control schemes.

-I.~* *
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APPENDIX A

Determination of dPBA

The layout of a 64*64 Banyan network built from 4*4 module

chips is shown in Figure 5 (only paths from source I to all destinations are

shown for clarity). The analysis for the delay will be made for network sizes

N' given by

N/ = N**nl where n' is an integer.

As shown in the layout of the 64*64 network, the number o4

rows in the layout of a N'*N' network is given by N"/N = N**(n,'-I). A column

will be referred to as the level of the network; the number of columns is

given by log N' = n'.
N

We consider source I and evaluate the maximum delays in each

of the paths from source I to all the destinations. We will first identify the

maximum intermodule communication distances and the levels at which they occur

for each of these paths.

For destinations (N**(nl-l)+I) to N', the maximum distance

between two communicating modules is the distance between the module at level

(n'-l) and the module it communicates with at level n,. Hence the maximum path

delays from source I to destinations (N**(nl-i)+) to N' are due to the path

delays between the (n'-l)th level and the n'th level of the network.

We now analyze the communication distances between modules at

level (n'-l) and level n' for the paths from source I to destinations

(N**(n'-I)+l) to N'. We will consider N**(n'-l) paths at a time starting from

the path to destination (N**(n'-l)+i), that is, the groups of paths to be

considered at a time are:

"- .~~ ~~~~ ~ - , - I - - I II IIII i . .



Paths to destinations: N**(n'-I)+i to 2N**(n'-i)

2N**(n'-l)+i to 3N**(n'-i)

3N**(n'-1)+l to 4N**(n'-1)

(N-i)N**(n"-l)+i to N**n,

Consider the paths to destinations (N**(n'-l)+I) to

2N**(n'-l). The maximum distance between two communicating modules is between

the modules at level (n'-i) and level n' and are equal for all these paths.

Let this be S2. Similarly, considering the next N**(n'-l) destinations

destinations (2N**(n'-l)+I) to 3N**(n'-l)),the maximum distance between two

communicating modules are equal for all these pathsi this is denoted by S3.

Proceeding in the same manner, let SN be the maximum distance between two

communicating modules for destinations (N-l)N**(n'-i)+i to N'.

Consider now the paths to destinations I to N**(n'-l). The

maximum distances between two communicating modules for these paths are not

the intermodule communication distances between levels (n'-l) and n'. Let SI

be the average of the maximum intermodule communication distances for paths to

destinations I to N**(n'-l). Then the average of the maximum distances between

two communicating modules for all paths from source I is given by

N N
Say = SiUN - (SI/N) + 2'Si./N (Al)

i=l i=2

We now evaluate Si. In order to do this, we consider the

intermodule communication distances between levels (n-2) and (n'-1). Clearly,

for paths to destinations N**(n'-2)+i to N**(n'-l), the maximum intermodule

communication distances are those between modules at levels (n,'-2) and (n'-I).

We define S12, S13. . . . , SIN in the same way as we defined $2, $3,. . . SN

where the the first number after S denotes that S12, $13, . SIN are

J*d
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components of the term S. S11 is defined in the same way as S1, that is, Sl1

is the average of the maximum intermodule communication distances for paths to

destinations I to N**(n'-2). Hence we can express S1 as

N N
S1= £ Si/N = (SIt/N) + 2: Sii/N (A2)

i=1 i=2

2 N 2 N
Hence Say = ($11/N) + 7 Shi/N + : Si/N (A3)

i=2 i=2

We assume that the chips are going to be laid out on the printed circuit

board as an array such that distance between two adjacent chips in the same

row is Li and the distance between two adjacent chips in the same column is

L2. The first term in the expression for Say is small compared to the third

termi we take S11 as equal to the smallest distance between two communicating

modules, that is, LI. Hence

Si = LI + (i-i)*(N**(n'-2))*L2 , i=2 to N (A4)

Sli = LI + (i-l)*(N**(n'-3))*L2 , i=2 to N (AS)

$i1 = LI (A6)

where we assume that LI < L2.

2 4
Then Say = LI + ((N + I)*(N-I)/2N )N'*L2 (A)

Say gives the average of the maximum intermodule communication path lengths

for all paths from source 1. Under the layout shown, source I clearly has the

longest paths . Hence Say is an overestimation of the average of the maximum

path lengths when all sources are considered. However, we use Say in our

calculations as this would give a worse case value.

The external capacitance that has to be driven from a chip

consists of the printed circuit board path capacitance and two pin

capacitances . The capacitance per inch of standard printed circuit boards is

generally about lpf whereas the pin capacitance is about 4pf. If the external
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load Cl. is driven by an exponential driver then the delay is givern by

dP d*e*ln(CL/Cg) (A8)

Hence dPBA = d*e*ln(CL/Cg) (A9)

where CL - 2Cpin + Cpath

2 4
2Cpin + LI + ((N + l)*(N-I)/2N )N'*L2 (AIO)

We consider some numerical values for LI and L2. We take

LI = I inch

L2 = 2 inches

2~ 4
Then CL = 9 + (N +I)(N-l)N'!N pf

Cg = gate capacitance of a minimum sized transistor

= O.0O1 pf

d = delay through a basic gate ie. an inverter

= '2. 0 nsec

2- 4
Then dPBA = d*e*ln(( 9+(N +I)(N-I)N'iN )U0.02) (All)

Determination of dPmax

The maximum distance between any two communicating modules

for the Banyan network is SN.

SN = LI + (N-I)*N'*L2/N (A12)
2

Hence dPmax = d*e*ln((2Cpin+Ll+(N-l)N'*L2./N )UCg) (A13)

Determination of dPCB and dPCBmax

The layout of a 16*16 Crossbar network is shown in Figure 9

and it is clear that because of the modular and planar construction of the

Crossbar network, the intermodule communication distance is independent of N

and N'. The intermodule communication distance is either LI or L2. Hence the
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average communication distance is (LI+L2)/2. Hence

dPCB = d*e*ln((2Cpin+O 5*(LI+L2))./Cg) (A14)

The maximum intermodule communication distance for the Crossbar network is L2

Hence dPCBmax = d*e*ln((2Cpin+L2)!Cg) (A15)

APPENDIX B

Determination of clock skew

The resistance R and the capacitance C of a line of length L

and width W is given by

R =fL/(WHc) (Bi)

C = C LW/Ho (2)

where Hc and Ho are the thickness of the conductor and oxide respectively, fis

the resistivity of the conductor and 6 is the dielectric constant of the

oxide. Hence the time constant of the line can be expressed as

RC = 16 L /(HcHo) (B3)

This expression shows that the time constant varies as the square of the line

length. A detailed analysis of the clock skew has been made in FRAN8iD1 we

present the final result here: the clock skew a given by

= (RC)min*ln(i-(VTmin/Vdd)) - (RC)max*ln(l-(VTmax/Vdd)) (B4)

where (RC)max = maximum time constant. of the clock path

(RC)min = minimum time constant of the clock path

VTmax = maximum threshold voltage

VTmin = minimum threshold voltage

Banyan network

The length of the metal line was shown to be
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4

LMBA = O. 8LBA (B5)

and the lenath of the diffusion line was shown to be

LDBa = 0.2LBA (B6)

The resistance R of the clock path i:

R = (RD/U)LDBA/2A (B7)

where we neglect the contribution of the metal to the resistance as it is

small compared to that of diffusion. The capacitance of the clock path is

given by

C = (CM/a)3A LMBA+(CD/a)2 kLDBA (BS)

Hence RC = (RD/O)(LDBA/2)[(CM/a)3LMBA+(CD/a)2LDBA (B9)

where RD/O resistance per square of diffusion

4
AN = I cm = 10 um for N=16

CM/a = capacitance per unit area of metal

-4 2
= 0. 3*10 pf/um

CD/a = capacitance per unit area of diffusion

-4 2
= 10 pf/um

A= minimum feature size

= 2.5 microns

For VLSI chips the variation of the time constant and the threshold voltage

is about 20%. Hence

(RC)max = 1.2RC (BIO)

(RC)min = O.SRC (B11)

The typical threshold voltage VT = 2.5 V and with a variation of 20% we have

VTmax - 3 V

VTmin = 2 V

Hence = (RC)min*ln(O. 6) - (RC)max*ln(0.4) (B12)
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Crossbar Network

The length of the metal line was shown to be

LIMCB 1. 2AN (B13)

and the length of the diffusion line was shown to be

LDCB = 0. 3AN (B14)

Hence the resistance and capacitance of the clock line are given by

R = (RD/ D)LDCB/2 A (B15)

C = (CM/a)3RLMCB+(CD/a)2ALDCB (B16)

Hence RC = (RD/ )(LDCB/2)UCMI/a)3LMCB+(CD/a)2LDCB] (B17)

= (RC)min*ln(O. 6) - (RC)max*ln(0.4) (BIG)

S -- Jl
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(a) Interconnection of two asynchronous modules.
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(b) Interconnection of two synchronous modules.

Figure 2: Interconnection of synchronous and
asynchronous modules.
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Figure 3: Huffman asynchronous circuit model.
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Figure 4(a): Delay model for two adjacent asynchronous modules.

MODULE I MODULE 2 MODULE (n-1) MODULE n

-0 MAX. LOOP MAX. LOOP -- MAX. LOOP MAX. LOOP
DELAY DELAY DELAY DELAY
dABA12 dABA23 dABA(n-2) (n-i dABA(n-I)n

Figure 4(b): Delay model for a path in the
asynchronous Banyan network.
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Figure 5: Layout of a 64*64 Banyan network
built from 4*4 module chips.
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L 'MI

L2 M2

Figure 7: Clock distribution to two modules with
clock path lengths LI and L2.

Figure 8: Clock distribution for a 16*16 Banyan network.
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Clock input

Figure 9: Clock distribution for an 8*8 Crossbar network
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APPENDIX III IEEE TRANSACTIONS

ON COMPUTERS

Pl issllitsdat MW partion of VLSI Inercoosectiot (NOV. 1982)

Networks

MARK A. FRANKLIN, DONALD F. WANN, AND
WILLIAM J. THOMAS

Atra-ct-Muiple procemor intercoametie %eworks can be cleric- This correspondence focuses on two important problems encoun-
terized as haviag N' inputs AWd N' output, each being 8' bits wide. A major tered in the design of interconnecting networks. First we examine how
implmaati cmtrain o large "tWorks ia the VLSi enviroameat is (th partitioning the network can be used to overcome the pin limitation
U ffo(pmn iat iahea a Ny. CiomocitdSU of brp networks rquires constraint. We develop relations for optimum partition configurations
partidmia of the N' * N' - B' network lnto a eoection of N . N switch as a function of the major network parameters including total number
modules with each iNlet sad Outlut port being B (B 5 B') bits wide. If each of integrated circuit chips and average m-ssage delay through the
10141 ce rPubto a8 single chip, then a large etwork can be implemed network. Secondly, we identify an unusual problem, called word in-
by istercomectiag the chips in a particular magnet. This correapondact consistency, that is created when local control of the partitioned
ptisa ,Mah1duloI for sech *the optimum a ofN and B giPve shes network (which may be highly desirable for its ease of modiular ex-
Of'N'. B', ,p, ad the nII of coan" Glias per port.Modefor boeh bayan pansion/contraction) is used, and propose a control structure and
and crosahar networks an deveopd ad srrangeenn yiling mumaman 1) protocol that overcomes this problem.

m- f chip 2) varge delay throgl the network. and 3) product of nuiber One approach to partitioning is to implement a large network (N'
of CPa de ay, ae presented. * N') requiring many pins as an interconnected set of smaller sub-

ex f- y Croer interconnection networks itipr s. networks (N * N) where each smaller subnetwork can be contained
/ iitatns. , e.. ro , ischouictioe on a single chip whose packaging design meets the pin constraints.

Another approach is to slice the network so that one creates a set
of network planes with each plane handling one or more bits (e.g., B

I. INTRODUCTION bits) of the B' wide data path. It is this bit slicing procedure which
Recently a variety of physically local, closely coupled multiple can lead to synchronization problems. Consider the situation where

processor computer systems have been proposed and, in some cases, message routing through the network is via local control logic present
built [ I ]- (4]. One key issue in the design of such systems concerns at each network switch node. If several messages arrive close together
the communications network used by these multiprocessor systems, in time and request the same output, it is possible that the output word
Various studies have focused on the functional properties of such will contain bits from a number of input sources and thus be in error.
networks (i.e., permutations, control algorithms), on their complexity, This situation is referred to as a word inconsistency.
and on performance issues [5]-[9]. Network complexity has often The next section of this paper deals with determining the "best"
been measured by the number of elementary switching components combination of data path slice size B and subnetwork size N such that
needed, while performance has been determined by the average both chip count and bandwidth of the overall N' * N' network are
number of components through which a message must pass (i.e., minimized and the chip pin constraints are satisfied. Then the word
average delay). Complexity and performance questions have been inconsistency problem is treated, methods for its detection are dis-examined in the context of VLSI implementation of such intercon- cussed, and a protocol and associated asynchronous switch module
nection networks. Franklin [ 101 has compared crossbar and banyan are presented.
networks operating in circuit-switched mode in terms of their space
(area) and time (delay) requirements. Wise [I I] presents a three. II. THE BASIC MODEL
dimensional VLSI layout -arrangement for banyan networks. The following parameters specify the space over which the dataThompson (121 and Padmanabhan [ 131 derive lower bounds on the path slice B and the chip subnetwork size N must be selected.
area and time complexity for a number of networks. 1) N': An overall network size (N < N').

Closer examination of VLSI network implementation problems 2) B': A data path width (B < B').
however show that pin limitations, rather than chip area or logical 3) T: An intrachip network type (e.g., the interconnection network
component limitations, are a major constraint in designing very large implemented within the N * N chip might be a crossbar).
networks. Consider a network with N' inputs, M' outputs, and with 4) T': An interchip network type (e.g., the interconnection network
each output being B' bits wide (N' * M' * B'). The number of required implemented between the N * N chips to achieve the overall N' * N'pin connections (ignoring power, ground, and general control) for a network might be an Omega network).
single chip implementation is given by B'(N' + M'). For a square 5) N: The maximum number of pins allowed on a chip.
network of size thirty-two, with B' - 16, the number of pins required 6) Nk: The number of pins on a chip allocated to power, ground.
would thus be 1024. This is much larger than is commonly available and control.
on commercial integrated circuit carriers and is near the limits of Figs. 1. 2, and 3 illustrate a general N' * N' network, and a possible
advanced ceramic modules where the entire area of one module sur- decomposition of a sample 16 * 16 * 8 network (N" = 16, B' = 8). The
face is used for pin placement. network shown in Fig. 2 uses 4 • 4 * 2 subnetwork chips are also

possible and each implementation will have a different total chip
count, time delay, and chip pin requirements.

The basic model consists of two parts. The first relates to the chip
Manuscript received January I1, 1982. revised June 17. 1982. This work count, while the second concerns network time delay. Only square,was supported in part by NSF under Grant MCS-78-20731 and ONR under fully connected networks (i.e., there is a path from each input portContract N00014-80-0761. to each output port) are considered. Note that certain input/output
The authors are with the Department of Electrical Engineering, Washington paths may have a common subpath and this may result in messagesUniverity. St. Louis, MO 63130. being temporarily blocked.



Two types of interchip MSworks (7") are considered: the incre- For the BA network the number of switch modules and the number

mentaj cro bar. CB, and the modified banyan, BA [ 141, [15]. Thus of intermodule connections is rlogN N1. Here, because of the con-

7" - CB or 7 - BA. While there are many ways of designing a nection topology, the intermodule paths are not constant in length.

crossbar network (e.g., demultiplexer/ multiplexer configuration. The average delay, Db., through such a network is given by

switched multiple buses, etc.), the incremental crossbar design (Fig. D&. - [lOIN N'lDcb + [logN N'1D,,,b. + D,,,,.. (4a)
4) can be expanded on a unit basis by adding basic switch modules
in a row-column arrangement. This modularity property permits The delays discussed above are due to the physical nature of the

flexible expansion while retaining the nonblocking and full connection devices being used. In addition, delays will be present due to logical

properties of the crossbar. A price is paid for these properties in terms conflicts which arise when there is contention for either common

of number of switches and pins required on a switch module. While output porats or common network paths. These delays are probabilistic

the number of switches required per switch module may not be a se- in nature and their evaluation requires a model for general network

rious constraint with VLSI technology, the problem of pin constraints operation. Assume a fully saturated system where messages are al-

is often severe. For the incremental crosbar, the modularity property ways available to be sent at each input port, that messages are of equa)

requires 4 NB data pins to implement an N * N * B switch module length, begin and end simultaneously, and that output ports are

while the banyan, a blocking network, requires 2 NB data pins. The uniformly addressed. Since several inputs may select the same output

modified banyan networks are assumed to be of the form shown in port, output contention may occur. In the case of the banyan network

Fig. 2 where all output ports of a switch module are used in estab- there is the additional probability that a path may not be available.

lishing connections between successive module rows. Thus the probability that a message will be blocked due to output

To make global comparisons simpler, and to eliminate blocking contention is a function of network size in the case of crossbar net-

at the switch module level, it is assumed that the intrachip network works, and is a function of both network size and module (subnet-

used is the incremental crossbar (T- CB). This is reasonable since work) size in the case of banyan networks. This blocking probability

component limitations within a chip are unlikely to be present in the is denoted by Pv,,v and is given in Fig. 5. These curves were derived

VLSI network environment assumed. Furthermore, over the range in the manner suggested by Patel [ 16).
of intrachip network sizes considered, the differences between the CB A protocoi must be provided to handle those cases where messages

are blocked. This protocol influences the overall delay encountered
and BA in term of space-time Product measures are not substantial by a message and must be accounted for in delay calculations. Assume
1 10]. that a message retry protocol is used where blocked messages reenter
A. Chip Count Model the system with the next message batch and that each message batch

The number of N*N Bchips requiredto implement an is roughly a random and independent grouping of messages. To
T' inembentalcrssr nw N c is guiven by i t minimize the effect of message length and possible delays introduced
BO' incremental crossbar network is given by by output port devices, assume also that messages are very short and

N b [B'/B1rN'/N12.  (I) that output port devices are very fast (i.e., they are never a bottleneck).
Under these conditions, the average delay Db through the CB net-

The banyan network is one of tle class of blocking networks whose work is given by
logical complexity grows as O(N log N) rather than O(N ,. 2) and
the number of N * N * B chips needed to implement an I' * N'* B' D;b - D'b(i - PN'.v) + 2Dcb(l - P,.Nv)PN, +V
banyan network is given by

X6. - rB'/lrN'/lNlriogv 'l. (2) 3D;b(l - P,,,,)P1,.,, • -

The first term in this expression is the number of bit slices that is re- which can be reduced to
quired. The second term represents the number of chips at each level, Db = Dbd( I- Pv'.v). (3b)
while the third term is the number of levels. Similarly, the average delay through the BA network is given by

B. Time Delay Model D = D b(l - Pv'v). (4b)

A model giving the average time for a signal to propagate through C. i Constrains
a network must include the time to traverse each of the chips, the time
to propagate from chip to chip. and since the bit slice approach sep- For a square N * N * B chip with Nk pins allocated to power,
arates the bits in a data word. the additional time that is needed to ground, and control, the pin constraint is given by
make certain that all the data bits have completed their movement
through the N' * N' * B' network. Np - KB." - Nk .0)

The average delay associated with a basic switch module will be where K - 4 for the CB network and K - 2 for the BA network. The
designated as O, since these modules areassumed to have a crossbar equality will be used since it is generally advantageous to utilize as
configuration. Path establishment delays are not considered here. The many available pins as possible. Two cases may be considered. Case
delay of a pin driver and associated interconnection wires between I is the situation where the number of data pins is much larger than
modules is denoted by D,,,. The intermodule delays for the CB and Nk. This is typical of a clocked system where a small number of clock
BA networks arr different and will be denoted as Dimb and DImb. lines are needed to synchronize all the data lines.
Additional synchronization delay introduced by the designer to assure For case 2, Nk is not negligible and there is a control line overhead
that all data bits have traversed the network will be represented by associated with the data paths. Assume that the number of control
Dl,,yb and D,,b. For the CR network the average delay can be de- lines is proportional to the number of ports, N, on an individual chip
termined by examining Fig. 4. Assume that each switch module im- (i.e., N k - QNK where Q is a constant). This model would be ap-
pleinented on a single chip represents an N * N CB network. The pin propriate if chips communicated with each other in an asynchronous
driven for each module are also located on the chip. For this ar- manner and the control line overhead consisted of request/ac-
rangement the number of modules in an average path is [N'/N1 and knowledge pairs (i.e., Q - 2).
each intermodule path has the same delay D,,b. Therefore the av- These two cases "n be expressed as
erage network delay Db is given by

N LNI/KR l case ll (6)
=N'/N1D,5 + [N'/NWj.,b + Dgyjw&. (3a) ILNp/k R + Q)J lease 21. (7)

Note that a circuit-switched design is assumed here with no pipelining
between modules.



D. Chip Count Minimization Given a limited number of circuit board connect layers, the non-
planar topology of the BA network results in a varying distance be-

The pin limitation constraints can now be incorprated by substi- tween modules and CmIh will vary according to the banyan level. Since
tuting 7 into I and 2 to vil- the number of levels required for a specific configuration is not known

] 2 N') a priod, the inclusion of a variable Cpth complicates the computation.

Ma" + Q)JJ As a simple approximation C .th can be taken as the longest path
N' log N' 1encountered by the network with this longest path corresponding to

b Q log NB . (9) the last level of the network. The capacitance of a typical printed
[ jN,/K(B + Q)JI ' LNP/K(B + Q)J circuit path is approximately I pF/in and thus for a reasonable size

The resulting expressions are functions of the path slice B and, for board, Cpath can be taken as 12 pF. By decreasing the pin driver area
a given network size, number of pins, and control structure, the value as the banyan level decreases this value applies to all levels.
of B (and thus N) which minimizes the chip count can be obtained. The final delay component corresponds to the synchronization
An approximate way of doing this is to consider situations where N', delay which depends upon the design technique used to determine that
B'. and N, are large, thus permitting the ceiling aid floor function all bits have traversed the network. For clocked designs, a standard
to be removed with the resulting expressions being continuous, design practice is to include a tolerance region that is proportional

For case I the chip count is minimized when B is minimized (i.e., to the average delay time. Thus
B - 1) and N should be selected as NI/K. Note that the continuous D;, - KI fN'/N(Db + Dicb)/( I - PV'.V) (15)
result does not always hold when N', B'. or N. are small. For instance
for the BA network with N. - 60. N' 128. and B' - 16. a B - I and
solution yields :Vb. - 160, while if a two-bit slice is used then the
number of required chips is only N , - 144. D;. - KT[ogN N'J(Db + Djm )/(l - Pyv) (16)

For case 2 derivatives can be taken to obtain the optimal B. For the where K, - I + K,. K, determines the guard region and might for
CB network the number of chips is minimized when mc,. T bis instance be taken as 0.1.
continuous approximation is inadequate over a wide ,- nap, nf values The pin constraint equations derived earlier can now be substituted
and direct search techniques should be employed for instance with into 15 and 16 and overall expressions for the delay as a function of
Q - 2 N' - 512, B' - 16, and Np - 90, a direct search procedure the path width B obtained. Optimum values for B and N which
gives an optimum of B - 3 and a chip count Nb - 1026. Using B , minimize the overall delay can be found following the same proce-
I in this case results in N - 1680. lures used in minimizing chip count. Fig. 7 shows the overall delay

Equations I and 2 were evaluated using optimal values of N and as a function of parameters Np. N'. and network type 7. These delays
B obtained by direct search procedures. Fig. 6 iliustrates how the total use the optimum B and N values.
number of chips varies as a function of the network size for two dif- For the CB network the optimum occurs when B - I for all but
ferent values of Q and N,. For a given N', N, and Q, the BA network very small networks. Delay clearly increases as the number of control
requires fewer chips than the CB. The curves agree with the obser- pins increases, and as the number of pins on the chip decreases. This
vation that the CB grows as O(N' 2). while the BA grows as O(N' log is due to the fact that fewer pins available for data paths result in more
N'). As expected, increasing Q or N' requires a larger number of chips chips and more chip-to-chip (intermodule) transfer delays.
for both networks while increasing the number of pins/chip reduces For the banyan network a wide range of optimal B and N values
the total number of chips. is obtained. Due to the fact that the delay does not change over the

D. Network Delay Minimization Q and N. ranges considered (Q e [0, 2] and " c [60, 120]) only
a single BA curve is shown in Fig. 7. To ttnde', J this consider the

To evaluate the network delays as expressed in (3b) and (4b), it range of N and B. The minimum vuiiu .s cf ' .-J are I while the
is necessary to determine Dcb, D,,, and D.... maximum values may be obtained from ti,- o 1 -.raint expression

The value ofD,b has been developed by Franldin [ 10) using NMOS 5. For example with N' - 512, B' 16, Q - U., -q Vp = 90. the pin
NOR gates for construction of the crossbar module and is given as constraint equation yields N e [ 1, 45] and B e [1, 45]. For Q - 2 one

- N[2.Smfr + r(l + 2 .2ab)J - NA. (10) obtains N e [, 15] and B e [ 1, 431. The value of N which minimizes
the delay (i.e., N - 8) and the resulting B for Q e [0. 2] and N. E

The various parameters of 10 are defined in Table 1. The equation [60, 120] are both within their allowable ranges. Thus changing Q
assumes a circuit switched CB, and uniformly distributed addressing and N. w11 effect the value of B; however, the values of the optimal
of module output ports. The first term in the brackets represents the N will rema, i constantand thus the curves for delay will be the same
delay through an individual switch within a module, and the second over wide Q and Np ranges. In effect the optimum N (and thus
term is the delay between switches within a chip module. minimum delay) is not on the constraint boundary.

The intermodule delay. D,, is encountered when a signal goes off F. Chip Count-Delay Product Minimization
the chip, propagates along an interconnecting path, and enters another
switch module (chip). A buffer (e.g.. a series of inverters) must be The chip count-delay product, P, can be obtained by multiplying
included within the module to allow the minimum size transistor to the appropriate equations given previously. Earlier discussion indi-
drive the module pin and associated load with minimum delay. This cated that for large networks (N' >- 64, B' > 16), both chip count and
delay is given by [17] delay were generally minimized in the CB case with B - 1. Conse-

quently, the product is also minimized with this choice.
Di,. -" re Io& 0 (13) For the BA network, the situation is more complex and search

where $ is the ratio of the buffer load capacitance to the buffer input methods must be employed to obtain the optimal B and N values.

transistor gate capacitance. To determine the load capacitance, as- Consider the case of Q -0 and N' -512. Table 1 shows the values
sume that the driving and receiving pin capacitances are equal and of N, B which optimize the number of chips, the delay, and chip
each has a value of Cp,,, and that modules are placed on a circuit count-delay product. The B and N values required for minimizing
board and interconnected via printed circuit copper paths with ca- P fall between those needed for minimization of the chip count and
pacitance Cp,,h. Thus delay measures by themselves. The count minimization is achieved

by attempting to place as large a network as possible on a given chip.
j3 ( 2Cpin + Cpsth)/C,. (14) Delay minimization is achieved by balancing the delays associated

For the CB network, the planar topology of the network ensures that with the module network and the delays associated with increasing

the spacing between modules will generally be less than one inch. the number of levels in the overall network. In this case placing as

Then pin capacitance will dominate and 31 - 2Cpi,/C,. large a network as possible on a chip is not the best strategy from a
delay noint of view.

AI



Values for N and B which minimize P were obtained for both is connected, the word consistency can be evaluated. Since there are
network types. P is plotted as a function of N' for several values of N' possible sources, this requires at most log2 N' address bits. One
N, and Q in Fig. 8. As expected. P increases with increasing Np. Once possible protocol is to establish the path and then have the source
again the BA network does better than the crossbar on this overall serially transmit the same code word (of length log2 N') on each plane.
performance measure. For consistency, this transmitted word must be the same for each of

the destination partitions and this could easily be detected by com-
Ill. OTHER PARTITIONING ISSUES paring all the received bits in a word. This is a deterministic desti-

An important problem arises when a network is partitioned across nation validation procedure.
ts It is also possible to have the destination perform a probabilisticthe bits in a data word. Consider a particular source, Si whose ' bi validation. Using this technique an extra parity bit is added to theare partitioned into Z planes (Z [B'/BJ). Thus Sj can be repre- word width, so it becomes 8" + I bits wide. The destination checks

sented as the parity of each of the received words. An inconsistent connection

S' - is:, si, S"... $ (17) can result in a parity error. Although there is a nonzero probability
that one or more words can be received with proper parity even if thewhere the superscript identifies the plane. A specific plane, p, then connection is inconsistent, this probability declines very rapidly as

can interconnct only the bits from the pth partition of each source, the number of exchanged data words increases (assuming random
(S4I), to the pth partition of each destination, (D(). This is illustrated data).
in Fig. 9. Since the interconnection network supports concurrent When the detection of blocking is included in the protocol, thus
transactions, two sources, say Si and Ss, may make simultaneous requiring the transmissin of control signals from the network back
requests to be connected to, say Dk. The arbitration of these requests, to the source, deterministic consistency validation at the source be-
and the appropriate path selection through the network, can be comes feasible, and our investigations have indicated that this is the
handled either on a central basis (i.e., individual crosspoints controlled method of choice if a completely delay insensitive protocol is desired.
from one central location) or on a distributed basis (i.e., each cros- A possible switch module design for an incremental crossbar network.
spoint making its own decision). Because of reliability and extenda- which has provision for path arbitration, path establishment, blocking
bility considerations-of particular importance in VLSI-a modular detection, consistency evaluation, and path clearance, is shown (for
decentralized control structure has significant realization and perhaps B = 1) in Fig. 1I. All signals are transition encoded. Path establish-
performance advantages. Unfortunately, if a distributed control ar- ment is achieved by transmitting a header word. Assertion of RI in-
bitration arrangement is used a nonhomogeneous word can be re- dicates a I and R° a. To select the destination in column C a word
ceived. To understand this, suppose that S, and S are both requesting containing C bits and having a single I in the last position (e.g., 10
a path to Dk at about the same time. It is possible that a path from .. 0) is transmitted. An arbitration unit handles simultaneous re-
S, to Dk will be established on plane p (SP to Dj) while on plane q quests from the left and top of a module. If the first header bit received
a path from Sjto Dk will be established ($7 to DI). This is illustrated is a zero, the module absorbs the bit and sets its data path to the
for the case where B' - 16, B - I in Fig. 10 in which Sj captures the horizontal position-otherwise, it passes the bit on to the next module
path of plane 14. The received Dk is connected to to its right. When a module senses a first header bit that is nonzero,

Dk - IS,' .S.. S3, S: , s'i (18) it indicates that the selected column has been reached and the data
path is placed in the corner position. Each bit exchange is acknowl-

and an inconsistency occurs at plane 14. The path from S' to Dk' is edged via the generation of the A signal. If a desired module path is
blocked because of the connection to S)'. blocked, then NA is generated and sent back to the source. This signal

Notice that there is a switching module at which requests from Sj resets the pathway previously established by the header bits, thus
and Sj intersect, and at which an arbitration may occur. Neglecting allowing the next source request to be accepted. If only acknowledge
the arbitration uncertainty, which is a small effect (18), (19), the path signals are received after sending the header word, then a path to the
to the destination is awarded to the request that arrives first. But a destination has been completed. The completion of each of the FB'/B]
source request is divided into Z requests, one for each plane. Therefore paths can be detected in this manner. If all paths have been established
even if one of the sources makes a request prior to another source, the and thus word consistency determined, then a message can be
Z plane level requests may not arrive at their respective arbitration transmitted. An end of message word received by the destination
modules first on all planes. This can happen because the propagation causes it to generate an NA signal, which clears the path on its return
delay along a path is not a constant from plane to plane. It is thus to the source. If the source does not receive acknowledge signals from
possible that the propagation delay Si to the arbitration module on all the paths, then this indicates word inconsistency and a retry may
plane p will be greater than the propagation delay from Sj, while on be instituted after some arbitrary delay.
plane q the propagation delay from Si will be less than from Sj. Thus While word inconsistencies can be detected and corrected through
a received B' bit word can contain a nonhomogeneous set of bits if the the use of protocols having retry procedures, it is important to quantify
interconnection network utilizes a distributed methodology for es- how often such retries must be initiated so that performance degra-
tablishment of the paths through each of the partitions. rather than dation of the network can be evaluated. A detailed investigation of
a single path controller assignment strategy. If this local distributed these issues using a model in which each source has a request that is
control structure is selected (because of its other desirable features) Poisson distributed is currently underway. Preliminary studies indi-
then some mechanism must be included to detect that each of the cate that for many practical arrival rates the probability of retry is
paths established to Dk through the partitions are from the same relatively small (i.e., under 0.05).
source. A word received at the destination is inconsistent if all its B'
bits are not from the same source. Thus an important issue is to de- IV. SUMMARY AND CONCLUSIONS
termine what types of decentralized control allow modularity and also
permit the detection of inconsistent words. This correspondence examines the design of multiple processor

Decentralized control implies that there is no global sequencing; interconnection networks and presents a methodology for selecting
thus communication between chips is accomplished via some form the optimum values of N and B (a switch module size and path width),
of self-timed protocol. Within a chip, however, the transactions may given values of parameters N', B', T', Q, and N (interconnection
be carried out with a local clock or with a self-timed methodology, network size, path width, type, number of control lines, number of
A typical protocol would include provision for 1) detection of word pins per switch). Models for both banyan and crossbar networks were
inconsistency, 2) detection of a blocked path, and 3) initiation of a developed and arrangements yielding minimum: number of chips,
retry in either case. Pan 1) of the protocol can be accomplished in average delay through the network, and product of number of chips
either a deterministic or a probabilistic manner and the detection can and delay were presented. The results show -hat fr the cr ' qh-
be made at either the source or the destination. Consider detection network a bit slice approach (B - I Ywuuuce tne optimum
at the destination. If each Df can determine the source to which it arrangement, while for the banyan the optimum is achieved with

multiple bits per module. The impact of the number of control lines

- - -- ,M



on chip count, delay, and product were also dscussea.
The issue of bit plane synchronization was presented and a potential

problem involving output port reception of words containing bits from sol Unit. T"I.1 '.1.

several different input ports was characterized. Methods for dealing
with this word inconsistency problem were proposed and the func- - ,
tional design of an asynchronous switch module was given. ,,f,,, ,, A.... 4 ,2 ,6

Research is continuing in this general area with current efforts ,,. -,,t, £ Pf L.,-2
being directed at two related problems. The first concerns quantifi- witch ,3. pin i. pt

cation of the asynchronous versus clocked design methodologies in .." 't "

the context of interconnection networks (20). This directly relates it,,,t l. I adc 0.3
to the value of Q used in the analysis presented. The second concerns mat ,,o, ., ,1 , - 2

the incorporation of other physical constraints, such as heat dissi- p roaspot

pation, into the design process in a manner similar to the use of pin NOR ',t fn, I-
constraints in the work presented here. aatattaln, Pat - 0.1

i ran.3.tor 5.te
ca ac t ante ratio
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APPENDIX IV WORKING PAPER

DESIGN AND VLSI IMPLEMENTATION OF A SYNCHRONOUS CROSSPOINT SWITCH

Sanjay Dhar and Praveen Bhatia
Department of Electrical Engineering,

Washington University,
St. Louis, MO 63130.

1.0 Introduction

Exploitation of hardware concurrency has been made possible by

the availability of low cost yet powerful microprocessor chips. Design of

systems which have a large number of processors has received particular

attention and a number of such systems have been proposed [SWANN77, SULL77,

SEJN8O]. A central issue in the multiprocessor system design is related to the

network which maintains the communication among the individual processors. The

Crossbar network has received particular attention [FRAN8IA. FRAN8ID] because

of its planar and modular construction which leads to easy VLSI

implementation.

A basic building block of the Crossbar network, the crosspoint

switch, has been suggested in PADM81. It is possible to construct a full

Crossbar network by interconnection of such crosspoint switches. A 4 * 4

Crossbar network formed by interconnection of such switches is shown in Figure

I.

In the crossbar network, any source i can communicate with any

destination j provided destinaton j is not busy. The network should therefore

have provisions for path establishment, transfer of data from source to

destination, detection of a blocked path and path clearing. The mode of data

transfer in the network can be circuit switched or pipelined. The pipelined

mode of data transfer, in which the data forms a queue in the network on its

way from the source to the destination, results in a larger data rate as

compared to the circuit switched mode. The "ata transfer through the network

. . .. . .. .
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is therefore chosen to be pipelined.

2.0 Functional Description

2- I Synchronous Switch Characteristics

Figure 2 illustrates a synchronous crosspoint switch and the

signals associated with it. The switch module has two connections per side.

The sides are identified by the second letter of the signal (i. e. L=left,

T=top, R=-right, B=bottom). The first letter of a signal denotes the function

of the signal: "D" indicates that the signal is used for data transfer while

"N" indicates that the signal is used for acknowledge or not-acknowledge of

the data transfer signal. Consider a module i in a particular path. The left

side of module i has a path DL that is used when data (a binary 1 or a binary

0 ) is sent to module i from the left. Similarly, the top side has a path DT

that is used to send data to module i from the top. The right side has a path

DR that is used when data is sent from module i to the module at the right.

Similarly, the bottom side has a path DO that is used to send data from module

i to the module at the bottom. The pipelined mode of data transfer is achieved

by transferring one bit of data from one crosspoint switch to the next

crosspoint switch all along the path. The not-acknowledge lines are used to

indicate a blocked path. The left side has a path NL that is used by module i

to indicate a blocked path to the module at the left. Similarly, the path NT

is used to indicate a blocked path to the module at the top. The path NR is

used by the module at the right to indicate a blocked path to module i.

Similarly, the path NB is used by the module at the bottom to indicate a

blocked path to module i. Thus, there are eight paths of which four are input

and four are output paths. In addition to these eight paths, two more paths
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for a two phase clock are necessary. A reset line is present whose function is

explained later on.

2 2 Switch states

The crosspoint switch can have five data connection states.

These are shown in Figure 3 and correspond to: the horizontal and vertical

paths inactive (state 1); the horizontal path active (state H)i the vertical

path active (state V); the horizontal and vertical paths active (state HV);

and the corner path from the left to the bottom side active (state C). It is

to be noted that a switch state corresponding to a path from the top to the

right side is not present as it is not necessary in the crossbar network. The

actual number of states required for this implementation is more than five;

the remaining states and the reason why they are necessary will be explained

in sections 2. 3 and 2. 5.

Z 3 Path Establishment

In order to be able to transmit data it is necessary that a

path be established from the source to the destination. We now describe the

protocol by which such a path is established.

Assume that all switch modules are in their inactive state.

In order to establish a path from source Si to destination Dk (Figure 4), it

is necessary that all switches in row i from column I to column (k-i) be set

to their horizontal states, the switch at the intersection of row i and column

k be set to its corner state and all switches in column k from row (i+i) to

row N be set to their vertical states. In order to achieve this the source

sends a path establishment vector of length (k+i) bits. The first bit of the

vector is always a I and will be referred to as the switch enable bit; the

next (k-I) bits are O; the (k+i)th bit is a i. This final bit will be referred
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to as the column select bit. Thus if the destination is D4, the path

establishment vector is 10001.

The response of a switch module to the path establishment

vector bits arriving from the left is as follows: A module which is in the

inactive state (state I) examines the bits it receives on the DL line. If

this bit is a 0 the module takes no action (remains in state I). If the bit or.

the DL line is a I (the switch enable bit) the module changes to the enabled

state ( state I-En). A module which is in state 1-En responds to a 0 on the DL

line by changing to the horizontal state and transmitting a I on the DR linei

however, if the bit on the DL line is a I the module changes to the corner

state and transmits a i to the bottom on the B line. A module in the

horizontal state passes on the bits on the DL line on to the DR line and the

state of the switch remains the same while a module in the corner state passes

the bits on the DL Line to the DB line with no change in state. Consider the

example where a path has to be established between source Si and destination

Dk. The modules in row i from column I to column (k-1) enter the horizontal

state while the module in column k enters the corner state. The module

immediately below in row (i+1) and column k, which is in the inactive state,

receives a I on the DT line from the top. It responds by changing to the

vertical state and transmitting a I to the bottom on the £B line. This is

repeated for all the modules in column k and thus all modules in column k from

row (i+l) to row N enter the vertical state. The path from source i to

destination k is set and transmission of data can continue. It is to be noted

that a new state (state I-EN) was introduced. Consider the data lines. A 0 or

a I on the data line indicates the presence of a data bit. However when no

paths are established in the network (all modules in state I), the data lines

will be 0. Thus we need to differentiate between a data bit that is 0 and the
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absence of a data bit. Since only one line has been used for data

transmission, we circumvent this problem by introducing a new state I-EN.

The Crossbar network permits the establishment of concurrent

paths. This is manifest in the switch module by the presence of the data

connecton path HV. A module in state H on receiving a I on DT changes to state

HV and transmits a I to the bottom on DB. A module in state V goes through a

different sequence of state changes to be in state HV. If it receives a I on

DL it changes to a new state V-EN. If the next bit on DL is a 0 then the

module changes to state HV and transmits a I to the right on DR. Notice that

if the module in state V-EN receives a I on DL (request for the corner path)

then the corner path cannot be set (as the vertical path is already set) and

some not-acknowledge signal has to be generated. This is explained in detail

in section 2. 5.

2- 4 Transmission of Data

The source Si transmits data on the DL line of the module in

row 1, column I. This module passes the data bit to the next module in the

established path. This is repeated by all the modules in the established path

till the data reaches the destination.

2.5 Blocked Path

The above description had assumed that no other paths were in

use at the time source Si was establishing the path to destination Dk . If

another source has previously established a path to Dk then it is necessary to

generate a signal indicating to the source Si that a blocked or unavailable

path has been encountered. Also, it is necessary to clear the partially

established path so that some other source can use it. This procedure is

adopted rather than waiting to avoid any deadlock condition. Indication of a

I I -1 -l . ... .. . .. .. .
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blocked path is accomplished by generating a not-acknowledge signal which is

also used to clear any partially set path.

The not-acknowledge signal can originate from two situations.

Consider a module in the corner state. If it receives a I on DT (request for

the vertical path) it has to indicate to the requesting module at the top that

this path is blocked. It does that by sending a I on NT to the top. On the

other hand, if a module in state V-EN receives a I on DL (request for the

corner path) it indicates to the module on the left that the path is blocked

by sending a I on NL.

Once a blocked path is encruntered, the partially established

path must be cleare- so that some other source can use it. Thus a module whose

vertical path is active (states V and HV) should respond to a I on the NB line

by resetting the vertical path and transmitting a I on the NT line. The I on

the NT line starts the same sequence of events in the module at the top.

However notice the pipelined mode of data transfer. Consider a module i which

has just reset the vertical path on receiving a not-acknowledge signal on NB.

It outputs a I on NT to the module at the top. If the module at the top

transmits a I on DT to module i on the same clock period, then the vertical

path in module i will be set. However the I transmitted by the module at the

top on the line DT was a data bit, being part of the data of the path that had

already been set up. It was not intended to be a path establishment vector

bit. Thus it becomes necessary to wait for one clock cycle before resetting a

path when a not-acknowledge signal is received. In order to accomplish this.

in addition to the seven states that have already been introduced, seven more

states have to be introduced.
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2.6 End of Transmission

The protocol described so far allows for the path

establishment, transmission of data, detection of blocked path and clearing of

blocked path. It is also necessary that once a path has been established and

data transmission completed, the path be cleared to allow other sources to use

it. This is done by encoding a particular bit stream to indicate the end of

transmission. The destination has the responsibility for continuously decoding

incoming data bits and detecting the end of transmission bit stream. When such

a stream has been detected it responds by sending a not-acknowledge signal to

the crosspoint switch immediately above it. The not-acknowledge signal is then

transmitted back through the switches in the path clearing the path at the

same time. It is to be noted that the not-acknowledge signal is used to

indicate a blocked path as well as end of transmission. The source however can

distinguish between these two cases because it has generated the end of

transmission.

2.7 Design Methodology for the Synchronous Switch

The design methodology to be followed for the synchronous

crosspoint switch consists of obtaining an incompletely specified state table.

The incompletely specified state table is then used to obtain the minimized

logic functions. The VLSI implementation of the logic functions is achieved by

a PLA.

3.0 Statetable of the Crosspoint Switch

The statetable of the crosspoint switch describes the switch

behaviour in the form of state changes and outputs events in response to the

input events. Since a crosspoint switch has fourteen states, four bits S3, S2,

at . -..

I ( l l II II I I I J i i i 
" 1



SI and SO are necessary to encode the states. The correspondence between the

states of crosspoint switch and the bits S3, S2, S1 and SO is listed in Table

1.

There are three special cases which need to be explained and

these are shown in Figure 5.

Case (i): Here the state of the crosspoint switch is I-En and a I is

received on DL as well as on DT (simultaneous requests for the corner and

vertical paths). The corner path request is given precedence and the corner

path is set and a not-acknowledge signal is transmitted to NT.

Case (ii): Here the state of the crosspoint switch is V-En and a I is

received on DL as well as on NB (a request for the corner path and a blocked

path signal from the bottom). The vertical path is cleared and a I is

transmitted on NT as is required, and a blocked path is also indicated to the

left by transmitting a I on NL.

Case (iii>: When the switch is in the corner state and a I is received

on DT as well as on NB (request for the vertical path and a blocked path

signal from the bottom), the switch changes to the inactive state and a I is

transmitted on NT.

The unminimized statetable is presented in the appendix.

4.0 Design and Implementation

The crosspoint switch module has a finite number of

states and hence a finite state machine implementation is appropriate. Figure

6 shows the model on which the logic implementation is performed .The finite

state machine is constructed to realize a two phase, level sensitive clocking

scheme.

The design process can be broadly classified into three major
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sections:

(i) Implementation of the combinational logic in the form of a PLA.

(ii) Feedback arrangement of the four state variables and clocking of

the inputs and the outputs of the PLA.

(iii) U/O pads and drivers

4.1 The PLA

In the implementation of the state table logic a highly

regular structure like the PLA is preferred. An NMOS geometric layout was

obtained using a PLA program [ANANB1 that generated the CIF code for the PLA.

The inputs to the program are number of inputs, outputs and minterms in the

statetable and the state table. The PLA layout is shown in Figure 7 and has

nine inputs and eight outputs. The nine inputs of the PLA are the four state

variables S3, S2, Si. SO , the four inputs to the crosspoint switch DL. DT, NB

and NR and the reset input. In order to reset the crosspoint switch to the

inactive state, the state variables S3, $2, Sland SO must be reset to 0 and

the four outputs of the switch DB, DR. NL and NT must be reset to 0. This is

accomplished by the reset line. The eight outputs of the PLA are the four

state variables S3, S2, St, SO and the four outputs of the crosspoint switch

DB, DR, NL and NT.

4.2 State Variable Feedback

The feedback arrangement of the four state variables $3, $2,

SI and SO from the output of the PLA to the input of t.te PLA is shown in

Figure 8. During phase I of the two-phase clock, the pass transistor P1 is

closed and the state variable is stored on the gate capacitance of inverter

II; during phase 2 of the clock, the pass transistor P2 is closed and the

state variable is stored on the gate capacitance of the input buffer of the
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PLA. The detailed layout of the feedback arrangement is shown in Figure 9.

4.3 1/0 Pads and Drivers

Input and output pads with appropriate driving logic are

necessary to interface the VLSI chip with the external world and are therefore

fundamental components in all VLSI designs. A variety of designs for

input/output pads with appropriate logic are available for general use through

a component library developed at the California Institute of Technology. Two

different pads were selected from this component library, one for input pads

and one for output pads. It is to be noted that the output pad is driven by a

depletion mode transistor (high logic level is about 3.5 V). In order to make

the crosspoint switch cascadable (i. e. the output of one switch can be

directly fed to the input of another), the inputs of the switch should be able

to recognize a high logic level of about 3.5 V. Hence all input pads of the

crosspoint switch are fed to inverters with pullup to pulldown transistor

ratios of 8:1.

5.0 Estimation of Delay, Data Rate and Area

In order to determine the delay through the crosspoint switch

it is necessary to estimate the delay through the PLA and the delay in the

feedback path. The PLA generator software CANANSI3 generated a layout which

minimized the maximum delay through the PLA. The minimization was done by

searching for the particular path from the input to the output of the PLA that

involved the maximum delay and then varying the size of the buffers until this

path delay was minimized. Since the absolute delay in NMOS circuits is a

function of the minimum feature size, we will assume that the minimum feature

size is 2.5 microns. The maximum delay through the PLA was obtained as 45



nsec. The delay through the feedback path is estimated as follows: the path

consists of two pass transistors and two inverters; the pass transistors are

of minimum size and the pullup to pulldown ratio of the inverters are 8:1.

Hence the delay through a pass transistor and inverter pair is 9 Z where Z is

the time required to charge the gate of minimum size transistor through a

minimum size transistor. Thus the delay in the feedback path is 18w. For a

minimum feature size of 2.5 microns, C is about 0.3 nsec. Hence the delay in

the feedback path is 5.4 nsec. An analysis of the data rate of a pipelined

synchronous crossbar network has been made in (FRAN81D]. The clock period T is

given there as:

T >= dL + 2dM + dP +

where

dL : delay through the PLA.

2dM delay in the feedback path.

dP : delay to go off-chip.

6: clock skew

In this analysis we assume that there is no clock skew. The delay to go

off-chip dP, is estimated as 35 nsec. Hence the minimum clock period is given

as

Tmin = 45 + 5.4 + 35 = 85.4 nsec.

Hence the estimate of the maximum data rate is

DRmax = l/Tmin = 11.7 MHz.

The dimensions of the bounding box of the NMOS layout was

approximately 500 lambda by 600 lambda where lambda is the minimum feature

size (2.5 microns). The area occupied by the circuit including the pads is

1. 875 sq. mm.



-12-

6.0 Summary and Conclusions

This paper presented the design and VLSI implementation of a

synchronous crosspoint switch module which can be used as the basic building

block for Crossbar networks. It was shown how a number of crosspoint switches

can be interconnected to form a modular, Crossbar network. The functional

description of the crosspoint switch module was presented and the logic design

was outlined. A VLSI implementation following the design rules of Head and

Conway CMEADSO] was shown. Finally the performance measures of the circuit

like data rate and area were determined.

* .
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State S3 S2 Sl SO

I 0 0 00

I-EN 0 0 0 1

V 0 I 0 0

H 0 0 1 1

HV 0 1 1 1

C0 1 0 1

V-EN 0 0 1 0

I-NL I 0 0 0

I-EN-NT 1 0 0 1

I-NT-NL 1 0 1 0

H-NT 1 0 1 £

V-NL I 1 0 0

C-NT I I 0 I

I-NT I I 1 0

Table i: Encoding of the fourteen states into the four state variables.
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4

DESTINATION 1 2 3 4

Figure 1: A 4*4 Crossbar network.
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Figure 2: The synchronous switch module.
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Figure 3: Data connection states of the synchronous switch.
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Figure 4: Path establishment from source Si to destination Dk.
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Figure 5: Conflict situations and results.
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Figure 6: Synchronous switch implementation model.
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Figure 7: The memory arrangement.
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Figure 9: Layout of the synchronous switch memory.
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Appendix

State Table of the Synchronous Crosspoint Switch

Last State Input New State Output

S3 S2 S1 SO UL OT NB NR S3 S2 S1 SO DB DR NT NL

0 0 0 0 0 0 X X* 0 0 0 0 0 0 0 0

0 0 0 0 I X X 0 1 00 1 0 0 0

0 0 0 0 1 0 X X 0 0 0 1 0 0 0 0

0 0 00 1 1 X X 0 0 1 0 1 0 0 0

0 0 0 1 0 0 X X 0 0 1 1 01 00

0 0 0 1 0 1 X X 0 1 1 1 1 1 0 0

0 0 0 1 1 0 X X 0 1 0 1 1 0 0 0

0 0 0 1 1 1 X X I 1 0 1 1 0 1 0

0 0 1 1 0 0 X 0 0 0 0 1 0 0 0 0

0 0 1 1 0 0 X I 1 0 0 0 0 0 0 1

0 0 O 0 I X 0 0 1 1 1 1 0 0 0

0 0 1 1 0 i X I 1 0 0 1 0 0 1

0 0 1 1 1 0 X 0 0 0 1 1 0 1 0 0

0 0 i 1 I 0 X I 1 0 0 0 0 0 0 1

0 0 1 1 1 X 0 0 111 1 1 0 0

0 0 1 1 i 1 X 1 1 00 1 0 0 1

0 1 00 0 0 0 X 0 1 0 0 0 0 0 0

0 1 0 0 I X 1 1 1 0 0 0 1 0

0 1 00 0 1 0 X 0 1 00 1 0 0 0

* X denotes a don't care condition



Last State Input New State Output

S3 S2 Sl SO DL DT NB NB S3 S2 S SO DB DR NT NL

0 1 0 0 0 1 1 X I I 1 0 0 0 1 0

0 1 0 0 1 0 0 X 0 0 1 0 0 0 0 0

0 1 0 0 1 0 1 X 1 0 0 1 0 0 1 0

0 100 1 0 x 0 0 1 0 1 0 0 0

0 1 00 1 1 1 X 1 0 0 1 0 0 1 0

0 0 L 0 0 0 0 X 0 1 11 0 1 0 0

0 0 1 0 0 0 1 11 0 1 1 0

0 0 1 0 0 I 0 X 0 1 1 1 1 1 0 0

0 0 1 0 01 I X 1 0 1 1 0 1 1 0

0 0 1 0 X I 1 0 0 0 0 0 1

0 0 1 0 I X 1 0 1 0 0 0 1 1

0 0 1 0 1 1 I X 1 0 1 0 0 0 1 1

0 1 0 1 0 0 0 X 0 101 0 0 0 0

0 1 0 1 0 0 1 X 0 0 0 0 0 0 1

0 1 0 1 0 I 0 X I 1 0 1 0 0 1 0

0 1 0 L 0 I I X 1 0 1 0 0 0 1 1

0 1 0 1 1 0 0 X 0 1 0 1 1 0 0 0

0 1 0 0 I iX 0 0 0 0 0 0 1

0 1 0 1 1 1 0 1 0 1 1 0 1 0

0 1 0 1 L I I X 1 0 1 0 0 0 1 1

0 1 1 1 0 0 0 0 0 1 1 1 0 0 0 0

0 1 1 1 0 0 0 1 1 1 0 0 0 0 0 1

0 1 1 1 0 010 0 1 1 0 0 1 0

0 L 1 0 0 1 1 0 1 0 0 0 1 1

0 1I 1 0 1 0 0 0 1 1 1 1 0 0 0

L



Last State Input New State Output

S3 S2 $1 SO DL DT NBNB 3 S2 $1 SO DO DR NT NL

0 1 1 1 0101 1 0 0 1 0 0 1

0 1 1 1 0 1 1 0 0 1 1 0 0 1 0

0 1 1 1 0 1 1 1 0 1 0 0 0 1 1

0 1i I 1 0 0 0 0 1 1 1 0 1 0 0

0 1 I I 1 0 0 11 0 0 0 0 0 

0 1 11 1 0 1 0 0 1 0 1 1 0

0 1 1 1 1 0 1 1 0 1 0 0 0 1 1

0 1 1 1 L L 0 0 0 1 1 1 1 1 0 0

0 1 1 1 1 1 0 I 1 00 1 0 0 1

0 1 11 11 1 0 1 0 11 0 1 1 0

0 1 1 1 1 1 1 L 1 0 1 0 0 0 1 1

1 0 0 0 x 0 X X 0 0 0 0 0 0 0 0

1 0 00 X I X X 0 1 00 1 0 0 0

1 0 0 0 XX X 0 0 1 1 0 1 0 0

1 0 0 1 I X XX 0 1 01 0 0 0

10 1 0 X X X X 0 0 0 0 0 0 0 0

1 0 1 0 X X 0 0 0 11 0 0 0 0

1 0 1 1 0 x x I 1 0 0 0 0 0 0 1

1 0 11 i X X 0 0 1 1 0 1 0 0

1 0 1 1 1 X x I 1 0 0 0 0 0 0 1

1 1 0 0 X 0 0 X 0 1 0 0 0 0 0 0

1 1 00 X 0 1 x I I 1 0 0 0 1 0

1 1 0 0 x 1 0 X 0 1 00 1 0 0 0

1 1 00 X I I x I I 0 0 0 1 0

1 0 1 0 X 0 X 0 101 0 0 0 0

Mod
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Last State Input New State Output

S3 S2 S1 SO DL DT NB NB S3 S2 S SO DB DR NT NL

1 10 1 XIX 1 0 0 0 0 0 0 1

1 1 0 1 1 X 0 X 0 1 0 1 1 0 0 0

1 1 0 1I X I X 1 0 0 0 0 0 0 1

i 1 0 0xxx 0 0 0 0 0 0 0

1 1 1 0 xxx 0 0 01 0 0 0 0

i

I _



APPENDIX V WORKING PAPER

DESIGN OF AN ASYNCHRONOUS CROSSPOINT SWTTCH

Sanjay fhar
Department of Electrical Engineering,

Washington University,
St. Louis, MO 63130.

1. 0 Introduction

The performance of large, closely coupled multiple processor

systems depend to a great extent on the performance of the network through

which interprocessor communication takes place. The importance of the

communication network in such systems has resulted in a number of proposals

[SWAN77,SEJNSOSUtL.771 for the design of the communication network. Interest

has also been focussed on the Crossbar network, principally because of its

modular and planar construction which leads to easy VLSI implementation. A

basic building block of the Crossbar network, the crosspoint switch, has been

suggested ip PADMSI. It is possible to implement a full Crossbar network by

interconnection of these crosspoint switches.

An important issue in the design of such communication

networks relates to the problem of control of data movement, that is, as data

moves along the network what methods are adopted for synchronization of data.

This problem has been dealt with in detail in FRANSID. The asynchronous and

synchronous (or clocked) are the two principal methods used for control of

data movement. Obviously each scheme has its own advantages and disadvantages.

This paper considers the design of an asynchronous crosspoint switch which can

be interconnected to form a full Crossbar network.

2.0 Asynchronous Switch Module Characteristics

The asynchronous crosspoint switch proposed has provisions for

path establishment, transfer of data from source Vt d&tinat.ion, detection of
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a blocked path and path clearing associated with end of transmission. The data

transfer through the network is pipelined.

Figure I illustrates the asynchronous crosspoint switch module

and the signals associated with it. Each side of the switch module is

identified by the first letter of the input or output variable, that is,

L=left, R=right, T=top and B=bottom . The asynchronous module has four

connections per side for a total of 16 connections; of these, 8 are input

connections and 8 are output connections. Each side has two request

connections; the second letter of a variable identifies its function. An "0"

or a "Z" means that it is used for data transmission ("0" for One, "Z" for

Zero). An "A" or an "N" means that it is used for the acknowledge or

not-acknowledge signal to indicate the acceptance of a request; this is

necessary to achieve self-timed operation. The not-acknowledge connection on

each side is used to indicate a blocked path. Two separate data lines (one for

tranmission of I and another for transmission of 0) and two separate

acknowledge lines (acknowledge and not-acknowledge) are nectsary because of

the asynchronous or self-timed nature of the crosspoint switch.

2. 1 Path Establishment

In order to establish a path from source Si to destination Dk

a patih establishment vector of length k is sent by the source. The path

establishment vector consists of (k-I) O's followed by a 1, that is, if a path

to destination 5 is to be set, the path establishment vector would be 00001.

The way in which the path is established is described in detail in FRANSIB and

will not be discussed further.

a. * .- - li . . . . i.. . . . . . . .



2.2 Transmission of Data

The switch module transmits aata bits on the request lines.

Each bit is acknowledged or not-acknowledged by the switch module it. is

communicating with. The next bit of data is transmitted only after receipt of

an acknowledge signal.

2. 3 Blocked Path

A blocked path occurs when a source tries to establish a path

to a destination that is already in communication with another source. The

blocked path condition is indicated by a signal on the not-acknowledge line.

For instance, a switch module in the vertical connection path must indicate a

blocked path in response to a request for the corner path. A switch module

that receives a not-acknowledge signal responds to any further requests by

resetting that path and sending a not-acknowledge signal to the requesting

source. For instance, when a switch module in the horizontal connection path

receives a signal on line RN, it responds to any signal on lines LO or LZ by

generating a signal on line LN and also resetting the horizontal path. In

this way the partially established path is cleared for use by another source.

2.4 End of Transmission

It is necessary to have the ability to clear a path that was

established at the end of transmission. This is done by reserving a special

bit stream to indicate end of transmission; the destination continuously

decodes the incoming bit stream and on detecting the end of transmission bit

stream sends a not-acknowledge signal. This not-acknowledge signal has to be

transmitted back along the path. As mentioned earlier, a switch module sends

a not-acknowledge signal only in response to a request signal. Hence the
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source must continue to send in dummy request signals after sending the end of

transmission bit stream to clear the path. It stops sending dummy request

signals only after receiving a not-acknowledge signal.

3.0 Formal Specification of the Asynchronous Switch

A speed independent system, like the asynchronous crosspoint

switch, can be partitioned into a module and its environment with connections

from the module to the environment and connections from the environment to the

module. A specification of the interaction between the module and the

environment in terms of the sequence of changes of the input and output

variables at the module-environment interface would then be a sufficient

specification of the system.

Because the crosspoint switch supports concurrent data and

control flow, it is not possible to specify the module using a state table.

Instead a special class of Petri net, called the Interface net, will be used

for the specification of this interaction. This method has been developed at

the Washington University Computer Systems Laboratory by Charles Molnar and

T.P Fang [MOLN8I2.

3.1 Asynchronous Switch Design Methodology

The methodology that will be followed in designing the

asynchronous crosspoint switch consists of:

(1) Specification of the crosspoint switch by constructing an

interface net.

(2) Generation of the interface state graph (ISG) from the interface

net.

(3) Removal of all cases that have two or more different conditions of



the output variables for the same condition of the input variables

either by adding sequence constraints or by introducing internal

variables.

(4) Generation of an incompletely specified truthtable for all output

variables from the ISG.

(5) Minimization of the logic functions obtained.

3.2 The Interface Net

The first step in constructing the interface net. of the switch

is to recognize some basic characteristics of the switch:

The switch has three data connection paths. the vertical path, the

horizontal path and the corner path. The corner path and the vertical and

horizontal paths are mutually exclusive, that is, if the switch is in the

corner path then it cannot be in the vertical or the horizontal paths and vice

versa. Also, the vertical and the horizontal paths can be used concurrently

and the establishment or release of the vertical (horizontal) path is

independent of the establishment or release of the horizontal (vertical) path.

Having recognized these properties, we arrive at the initial

structure shown in Figure 2. The boxes marked C, H and V represent interface

nets that represent the sequence of events that happen once the corner,

horizontal and vertical paths respectively have been established. LO, LZ and

TO are input signals to the switch as shown in Figure 1. The initial markings

are shown and represent the condition when none of the data connection paths

have been established.

3.3 Explanation of the Notations to be Used

The interface net consists of a set of nodes interconnected

by arcs through a set of transitions; the interface variable (input. or

- . -. . . S



output) that changes due to the transition is listed beside the transition.

At this stage we do not specify the type of signalling to be used (for

example, two stroke (NRZ) or four stroke (RZ)). Each transition simply

signifies that the particular event has occurred.

3.4 Interface Net for the Corner Path

In a speed independent system. communication between modules

typically occurs by means of handshake, that is, the sender sends the data and

the receiver acknowledges the receipt of the data. It is important to

understand the types of handshake used in the crosspoint. switch. One type of

handshake is between a request and the corresponding acknowledge (or

not-acknowledge) like that between LO or LZ and LA or LN. A second type of

handshake exists which is not obvious. Consider the case when the corner path

has been established. A request comes from the left on LO or LZL this

initiates an output on BO or BZ at the bottom. The request LO or LZ is

acknowledged on LA and a new request. comes in. This request cannt. b.

acknowledged until the sequence of events at the bottom started by BO or BZ

has gone to completion. Specifically, the request on BO or BZ must receive

its acknowledge or not-acknowledge on BA or BN before the new request on LO

or LZ can be serviced.

The corner interface net can now be constructed as shown in

Figure 3. The net is found to consist of two identical stages, one stage

starting at nodes E and F and the other stage starting at nodes 0 and P. This

structure can be directly attributed to the two types of handshakes just

mentioned. The position of the transition TO will play an important

part and will be discussed in more detail later.

L II II"e . . . . . . . . .. .
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3. 5 Interface Nets for the Vertical and Corner Paths

Constructing the interface nets for these two paths is now

quite simple. The sequence of events that take place in the vertical path is

nearly identical to that. of the corner path. Notice that when a request on TO

is received while the corner path is set, a not-acknowledge on TN is given.

On the other hand, if a request. on LO is received while the vertical path is

set, the switch must determine whether this request is for a corner path or

part of the communication taking place because the horizontal path is also

set. In this situation the switch must determine whether the horizontal path

is set before it. responds.

This difference is easily identified in the interface net.

The transition LO is conditioned by node A. A token at node A means the

horizontal path is not set and hence a not-acknowledge is given on LN.

The interface net for the horizontal path is very similar;

the difference lies in the manner of path setting. When the horizontal path

is set by a request on LZ, the request is acknowledged on LA but no output

is generated on the right. This gives rise to the initial part of the net

between nodes A and BB and CC. After nodes BB and CC, this interface net. is

identical to the other two interface nets.

3.6 Need for an Arbiter

At this stage we look at some of the assumptions made while

constructing the switch interface net. Referring back to Figure 1, the first

assumption is that LO, LZ and TO cannot occur simultaneously. While this is

true for LO and LZ, it. is not true when TO is also considered. Next consider

the nodes F and P in the corner net of Figure 3. By ordering the transition TO

at this position we are assuming that LO, LZ and TO do not occur
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simultaneously. Also, we are assuming that LO, LZ and TO can only occur after

LA. While this is true for LO and LZ, it is not necessarily true for TO. A

similar set of assumptions have been made while constructing the vertical and

the horizontal interface nets.

Since this switch interface net assumes that certain

restrictions apply to the sequence in which events can happen, there must be

some agency which maintains these restrictions. The inclusion of an arbiter

between the environment and the switch therefore is necessary. The arbiter

maintains the assumed order in the sequence of events.

There is one additional basic question that needs to be

answered: Is the arbiter necessary or has it been made necessary because of

the way the switch interface net was constructed? To answer this question we

must recognize that the left and the top side are not synchronized, that is,

requests at the left and the top side can arrive at any time independent of

each other. Now consider the case where no paths are set and requests arrive

simultaneously on LO and TO (simultaneous requests for the corner and the

vertical paths). The particular course of action is not unique here and the

situation necessitates a decision. In the construction of the switch

interface net we have removed all situations involving decisions. The arbiter

therefore is inherently necessary for this problem. It can be implemented

explicitly as has been done here or implicitly by incorporating it within the

switch itself.

3.7 Interface Net for the Arbiter

The input and output signals of the arbiter and the manner in

which it is interfaced with the switch and its environment is shown in Figure

6. The requests from the environment now arrive to the arbiter; the arbiter

f.
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imparts the proper sequence to the requests before sending them to the switch.

As mentioned earlier, the requests to the switch should be

such that the following order is maintained:

LO can arrive only after TA or TN and before TO or TZ.

TO can arrive only after LA or LN and before LO or LZ.

LO, LZ and TO cannot arrive simultaneously.

The arbiter interface net can now be constructed. The construction as shown in

Figure 6 follows this rule: A new request is sent to the switch only if the

transactions of the previous request have been completed.

The interface net has three initial tokens at nodes AA, BA and

BZ. Note that requests ATO or ATZ and ALO or ALZ can arrive at the arbiter

simultaneously, but only one of TO, TZ, LO and LZ will go through at a time as

the arbiter outputs TO, TZ, LO and LZ are conditioned by the same node BZ,

3.8 Liveness and Safety of the Interface Nets

The interface nets constructed so far were tested by the

program PETRI available on the DEC-20 system and were found to be live and

safe.

4.0 Circuit Design

Once the problem has been specified by means of the interface

net, we proceed to the next step which involves the generation of the

interface state graph (ISG). The ISG is a representation shcwing all possible

conditions of the interface variables and the corresponding successor

condition of the interface variables.

The interface net that was constructed for the switch was

extremely complex and the PETRI program could not be run with the whole

interface net as the input because the maximum state space obtainable with the
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DEC-20 system was exceeded. Therefore the corner net was tested separately

from the vertical and the horizontal nets because the corner net does not.

interact with the other two nets. Two stroke signalling was chosen in which

the occurrence of a signal is due to a transition from 0 to I or from I to 0.

Using this scheme results in about 800 firings of transitions for the corner

net and about the same number of firings for the vertical and the horizontal

nets. The total number of firings for the whole net would then be about

800*800=640,000.

In an attempt to simplify the specification, the four stroke

signalling scheme was adopted. In this signalling scheme the interface

variables always return to zero before the next transaction is started.

4. 1 Arbiter Circuit Realization

Consider the arbiter interface net. The conversion of the

initial arbiter interface net to an interface net incorporating the four

stroke signalling scheme is almost automatic and the resultant interface net

is shown in Figure 7.

This interface net was checked by the program PETRI and all

possible node markings together with their successor node markings were

generated. In going from this stage to the IS one important difference

between the output of program PETRI and the ISO should be observed The

output of PETRI is a list of a set of node markings and its successor where

there is change in only one interface variable. The ISO also provides this

information except that it does not have any information about the internal

nodes of the interface net; it only lists the condition of the interface

variables and the successor condition of the interface variables. Consider a

case *here for two different node markings the condition of the interface

-7.
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variables are the same and in which the successor conditions of the interface

variables are different. When this is translated to a ISO there will be two

different successor conditions of the interface variables for the same parent

condition. Obviously such situations represent ambiguity and there are ways

of getting around them. Although such cases occur in the general design

process, they are not present in the arbiter circuit design.

Next we examine the output of PETRI and determine whether any

parent node marking has more than one son node markings where the difference

between the parent and the sons is due to a change in an output variable. If

such a situation is found, we then determine whether this represents

concurrency or conflict. By concurrency we mean that more than one output

variable change can occur simultaneously . Consider a specific casei assume

that the present marking is (Note:'C' at the end of an interface variable

indicates the complement of the variable):

(ALZ, ALOC, ATZC, ATOC, LNC, LAC, TNC, TAC, LOC, LZC, TOC, TZC, ALNC, ALAC, ATN. ATA, AC, BZ, Bd)

Then the two successor markings are:

(ALZ, ALOC, ATZC, ATOC, LNC, LAC, TNC, TAC, LOC, LZ, TOC, TZC, ALNC, ALAC, ATN, ATA, AD, Bi)

(ALZ, ALOC, ATZC, ATOC, LNC. LAC, TNC, TAC, LOC, LZC, TOC, TZC, ALNC, ALAC. ATNC, ATA, AC, BZ, BA)

In this case both outputs can change concurrently. The successor node marking

therefore becomes:

(ALZ, ALOC, ATZC. ATOC, LNC, LAC, TNC, TAC, LOC, LZ, TOC, TZC, ALNC, -.'AC, ATNC, ATA, AD, BA)

All such cases of concurrency are handled in the same manner. Now consider the

situation where a conflict is present. Assume that the present marking is:

(ALZ, ALOC, ATZ, ATOC, LNC, LAC, TNC TAC, LOC, LZC TOC, TZC, ALNC, ALACo ATNC, ATAC, AC, BZ, BC)

Then the two successor node markings are:

(ALZ, ALOC, ATZ, ATOC, LNC, LAC, TNC, TAC, LOC, LZ, TOC, TZC, ALNC, ALAC, ATNC, ATAC, AD, BC)

(ALZ, ALOC, ATZ, ATOC, LNC, LAC, TNC, TAC, LOC, LZC. TOC, TZ, ALNC, ALAC, ATNC, ATAC, AC, BD)

In this situation only one of the output, variables LZ or TZ can occur. This is

* . . -. *-* 0



-12-

a conflict situation.

The problem arising due to this conflict situation is not

solved by choosing one of the two successor markings as the only successor

marking. Because of the delay involved in the combinational logic this might

result in the occurrence of a pulse of unknown duration in one of the output

lines LZ or TZ (depending on which successor node marking was chosen)

Obviously this must be avoided as this might lead to circuit malfunction.

The way to solve this problem is to allow both the output

variables to change. The two output variables go to a two input, two output

circuit called a synchronizer. The synchronizer allows only one of its outputs

to be high or active at any time. Depending on the condition of its inputs,

there is a possibility that the synchronizer will go to a metastable state

where none of its outputs are defined; the time it stays in the metastable

state is unknown and could be of considerable duration. However when it comes

out of the metastable state only one of its outputs will be active.

The synchronizer output then goes to a threshold detector where the threshold

voltage is high. This can be achieved by two inverters whose inverter

threshold voltages are higher than Vdd/2. Thus only when the synchronizer is

well out of its metastable state will one of its outputs be recognized as

being high or active.

The synchronizer is modelled by means of the interface net,

the ISO is obtained, and from this the synchronizer circuit. is determined.

The synchronizer interface net, the corresponding ISG and the final circuit

realization are shown in Figure 8.

Notice that the arbiter has 16 inputs and 8 outputs.

Examination of the 4 outputs ALA, ALN, ATA and ATN shows that they are the

same as the 4 inputs LA, LN, TA and TN respectively; that is, whwnever LA ia I

ALA is I and whenever LA is 0 so is ALA. The same is true for the other three
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pairs of variables. This was also verified from the PETRI generated output.

Hence the 4 output variables can be removed from the input, the arbiter then

becomes a 12 input, 4 output logic minimization problem. A logic minimization

algorithm was used to obtain the minimized functions.

4.2 The Switch Circuit Realization

The switch interface net is too large to directly generate the

ISO. One solution is to partition the net into several smaller interface nets.

In order to do this, use was made of the fact that the switch functions in

different ways depending on the particular path that is set. Also note that

the switch interface net is functionally partitioned into the corner, vertical

and the horizontal nets. Since the interaction among these three nets is not

large, we partition the switch interface net into the corner, vertical and

horizontal interface nets where each is independent of the others. The

communication among these three nets is the responsibility of a fourth net,

which will be called the supervisor interface net. Introduction of the

supervisor introduces new interface variables which will modify the corner,

vertical and the horizontal nets. We begin by constructing the supervisor

interface net.

4.3 The Supervisor Interface Net

The interface between the supervisor net and the other three

nets must be arranged so that the supervisor is able to indicate, without

ambiguity. which of the three nets, the corner, vertical and the horizontal,

should be active. This indication should be present at all times because the

three nets have common interface variables. Thus for example, if the corner

path is set, then any change in the input variables LO or LZ is relevant to

the corner net and not to the horizontal net.

I I I I I I (I I I
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Two interface nets for the supervisor can be formed as shown

in Figures 9 and 10. The interface variables COR, VER and HOR are output

variables that go to the corner, vertical and the horizontal nets respectively

indicating that the particular path has been set while CCL, VCL and HCL are

input variables that arrive from the corner, vertical and the horizontal nets

respectively that indicate that the particular path has been cleared. Finally

CCLA, VCLA and HCLA are acknowledge signals from the supervisor.

There are two constraints that must be satisfied. First, the

interface net complexity should not exceed the maximum program PETRI can

handle. Second, the number of interface variables should not be greater than

12 so that a logic minimization program available here can be used.

The first interface net (Figure 9 ) has 13 interface

variables. Although the determination of the ISO for this net is not

difficult, the determination of the ISG's of the corner, vertical and the

horizontal nets present a problem. Observe that this supervisor net does not

provide a constant signal to indicate which of the three nets should be active

at any time. Although this problem can be solved by having internal variables

in each of the three nets to indicate whether they should be active or not,

this increases the number of variables in each of the three nets (exceeding

the limit of 12).

The second net shown in Figure 10 avoids this problem since it

has only 10 interface variables. Note the transitions marked COR and COR after

nodes V and X. There is no change of any interface variable associated with

these transitions as the variable has already changed before.

From this net and program PETRI the logic functions are

obtained in a manner similar to the arbiter circuit realization. No conflict

situations were present and all concurrent situations were handled in the same

7I
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manner.

There is one important comment on the way in which tht

supervisor interacts with the other three nets. In the corner, vertical and

horizontal nets the final LN transition takes place before the corresponding

CCL, VCL or HCL transitions. The LN transition enables the environment to send

in a new request which might arrive at the supervisor before the CCL, VCL or

HCL transitions arrive. In such a situation the supervisor must not generate

the COR, VER or HOR signal until it receives the CCL, VCL or HCL transition.

This constraint has been added to the COR, VER and HOR functions. Interface of

the various switch building blocks is shown in Figure 11.

4.4 The Corner Interface Net

The corner interface net was reconstructed incorporating the

four stroke signalling scheme and is shown in Figure 12. Some outputs have

been scheduled to occur after other outputs. This does not violate the

interface net construction rules. This was done to avoid ambiguous situations

where for the same condition of the interface state variables two different

output conditions appeared to be necessary. There is a considerable reduction

in the complexity of the net when compared with the net presented in Figure 4.

The total number of firings have been reduced to 59.

4.5 The Vertical and the Horizonatal Interface Nets

The vertical and the horizontal interface nets are very

similar to that of the corner and are shown in Figures 13 and 14 respectively.

The only major difference between these two interface nets and the corner

interface net is that in the horizontal net the same input condition of the

interface variables necessitates two different output conditions. Situations

of this nature were encountered in the corner net but by putting restrictions

* - .,--
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on the sequence in which the outputs could change, we were able to circumvent

those situations. Here that is not possible because in the horizontal path,

when the first LZ is received there is no output to the right on RZ; for all

subsequent LZ's an output on RZ takes place. In order to differentiate

between the first LZ and any other LZ we had to create an internal variable

INT. This was the only major difference

4.6 Logic Minimization

The functions were minimized with the help of a logic

minimization progra. A 12 variable function (like the arbiter and the corner

net) took between 2 and 3 hours of TI-980 CPU time. The minimized functions

are:

Arbiter

ALA = LA

ALM = LN

ATA = TA

ATN a TN

TO = ATO. LA. LN

TZ = ATZ. LA. LN

LO = ^4O. TA. TN

LZ = ALZ. TA. TN

Supervisor

COR - LO. CCL. HCL. VCL. VER. HOR + CCL COR

- -. . .. . .- -- - - - - - - - I-- -.. .. , ,' 
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HOR - LZ.HCL.CCL. COP + HCL. HOP

VER = TO.VCL. CCL.COP + VCL. VER

LN aLO. VER

Corner

BZ = CORA LZ.BO +BZ. BA)

BO = CORA( LO.BZ + 0.BA)

LA = COR(LZ.LA + LQLA +BN.87Z+ BUBO)

LN = COR.A LZ.LA.BN + LO.LA.BN + BN.LN )+ CCL.BN.LN

CCL - LZ. LO. LN. ( COP + CCL

TN = COP. TO

Horizontal

RZ = NOP. ( LZ.RO. INT + RZ.RA

RQ = HOP. ( LO.RZ + RORA

LA = HOR.( U ZLA + LO.LA + INT + RN.RZ + RN.RO

LN - HOP. C LZ.LA.RN + LOLA.RN + RN.LN I+ HCLRN.LN

HCL a LZ. LO.LN. ( HOR + HCL)

INT - NOR.( LZ + INT

Vertical

BZ =VER TZ.BO + OZBA
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BO = VERA TO.BZ + BO.BA

TA = VER. ( TZ.TA + TO. TA + BR BZ + BN.BO

TN = VER. ( TZ. TA. BN + TO. TA. BN + BN. TN ) + VCLBN. TN

VCL = TZ. TO. TN. ( VER + VCL

A summary of this design effort is shown in Figure 15 where

interconnettion of the arbiter, supervisor, corner, vertical and horizontal

circuits are shown.

5.0 Summary and Conclusion

This paper presented the results of the design of an

asynchronous crosspoint switch. The sitch designed is the basic building

block of a Crossbar network. A number of such switches can be interconnected

to implement a full, asynchronous Crossbar network which has provisions for

path establishment, data transfer, indication of a blocked path and path

clearing associated with end of transmission. The asynchronous nature of the

network makes it truly modular in that it can be expanded without encountering

any synchronozing problems.
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Figure 2: Basic structure of the switch interface net.
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(i) The synchronizer.
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(ii) The synchronizer interface net.

Figure 8(a): The synchronizer and its interface net.



(i) The synchronizer interface state graph.
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(ii) -he synchronizer circuit.

Figure 8(b): The synchronizer interface state graph (ISG)

and the circuit realization.
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APPENDIX VI WORKING PAPER

Systolic Processing Architectures:

Asynchronous versus Clocked Control

Donald F. Wann and Sanjay Dhar

I. 0 Introduction

Although increases in processing power can be achieved using multiple

processors interconnected via a switching network, another architectural style

that seems to offer similar performance increases has recently received con-

siderable attention. This is the systolic array. This architecture has the

desirable properties of being modular, can be pipelined, and has the poten-

tial for high speed concurrrent processing. It also appears to be quite

attractive for VLSI implementation because of its regular structure. That is,

it only requires the design of a single basic module for each of the linear.

rectangular or hexagonal arrays.

There are numerous papers describing the applications of such arrays,

particularly in the signal processing field [see references 1,2,3,4,53. How-

ever, most of this literature is concerned with the presentation of algorithms

and there is only a limited discussion of how such arrays can be controlled.

We also are not aware of any reports on how one determines the actual per-

formance of these arrays in terms of bandwidth or data rate. As with the

multiprocessor interconnection networks, both synchronous and asynchronous

control can be used.

In this Appendix we present some preliminary studies aimed at

determining accurate delay based models for both types of control strategies.

These models allow us to make comparisons of the control strategies and also

permit us to predict the performance (e. g. data rates) of both structures.

IILI Ii . .



The single dimensional linear systolic array is examined and delay models are

constructed. From these models the worst case computational periods are

extracted and the data rates obtained. The results for the synchronous and

asynchronous structures are :

DRs = l/(dcompute + dpath + alpha + delta)

DRa = l/(dcompute + 2dpath)

where dcompute is the processing delay associated with the module, dpath is

the propagation path delay associated with the transfer of data from module to

module, and alpha and delta are related to the skew of the clock in the

synchronous system.

It should be emphasized here that the systolic array architecture is sub-

stantially different than multiprocessor architecture and this has important

fabrication implications. For a moderate number of processors an interconnec-

tion network can probably be placed on a single chip or a bit slice approach

can be used. The interconnection network, being simple, is therefore not chip

area limited, but pin limited. On the other hand, with the systolic array,

each module contains a processor. This increased logical complexity will

require chip area and thus more of a balance may be achieved between area and

pin constraints.

2.0 Control Techniques for Systolic Arrays

There are two fundamental types of control that can be used for the sys-

tolic array: synchronous (or clocked) and asynchronous (or self-timed). Each

of these will now be examined and data rates obtained as a function of the

delays of the computations. the intermodule patns, and the clock lines.

2. 1 Synchronous Control

Figure I illustrates a one dimensional systolic array. Each module in
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this array is configured to compute the relation

Yj a Yk + A*Xi (1)

where Yj, Yk. and Xi are nxl column matrices and A is a square nxn matrix. A

register/processor model for module J of Figure I is shown in Figure 2. No-

tice that there are five registers and one processor, which consists of a

multiplier and an adder. Module j accepts Xi from module i on its left,

accepts A from the top, and Yk from module k on its right. Module j then

computes a new Y, (YV), according to (i) and sends it to module i. Module j

also takes Xi, and passes it unchanged to module k as Xj. The synchronization

of these steps can be accomplished by using a central clock in which standard

two-phase techniques are employed. A typical clock waveform that might be

employed for this purpose is sketched in Figure 3. The two phases are iden-

tifed as j1 and P. The asserted time for phase-one is I and for phase-two

is #2. The interphase times are denoted as 012 and 021.

One systolic array control procedure is to capture A. Xi, and Yk on the

assertion of phase one and then during 01, to make the computation of Yj. The

length of 01 would be adjusted so that this computation would be completed

before the end of 01. Then, on the assertion of phase two, Xj and Yj would be

transferred to modules k and i. This is the control procedure depicted in

Figure 2. We are interested in evaluating the data rate for this process, so

our models must include the major delays encountered in the above processing.

A model illustrating the delays in the clock lines is illustrated in Figure 4.

In addition to the eight clock delays shown in this figure, there are three

other delays that are important. Two of these are intermodule delays associat-

ed with the transfer of Yk from module k to module j, which we will call dYkj,

and the transfer of Xi from module i to module J , which we shall call dXij.

The third delay is associated with the delay in obtaining the coefficients

from A and transferring them to module j. This will be called dAj.
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The time necessary for module j to complete its processing task is con-

strained by its interactions with module i, module k and the coefficients

contained in A. Equations for these three constraints can be obtained by

constructing three timing diagrams corresponding to the transfer of

1) Yk to module j
2) Xi to module j
3) A to module j

Timing diagrams for these three cases are depicted in Figures 5, 6 and 7

respectively. As an example of how these constraints are determined, consider

Figure 5 which shows the timing for transferring Yk to module j. Assume that

Xi, Yk and A are available and stable when the phase-one clock is asserted.

We can determine the first constraint on the value of the clock period T

needed for correct behavior of module j, by tracing a path from one assertion

of the phase-one clock through the various signal paths that include both

processsing and propagation delays, and concluding on the next assertion of

the phase-one clock. This path is depicted in Figure 5 and yields the

following relation:

TI > I +12 + dYkj + (dc2k - dclj) (2)

Observe that this relation is found by starting at the assertion of

phase-one of the master clock, proceeding through the delay 01, which is the

time necessary to capture A, Xi, and Yk and to perform the computation of the

new Yj, then through the delay between the assertion of phase-two of the

master clock and the assertion of phase-two of the clock at module k which is

equal to dc2k, then through the delay necessary to transfer the new Yk to

module j, which is related to the assertion of the master phase-two clock by

the relation dYkj - dclj.

In a similar fashion another constraint on the clock period that is

associated with the transfer of Xi to module j can be obtained from Figure 6



and gives:

T2 > 01 + 012 + dXij + (dc2i - dcIj) (3)

Finally a third constraint on T associated with the transfer of A to module j

is depicted in Figure 7 and yields

T3 > A1 + f12 + dAj + (dc2A - dcij) (4)

It is useful to rewrite each of the three period constraints. We can

express Ti as

TL > *1 + 012 + dYkj + (dclk -dclj) + (dc2k - dclk) (5)

The last term of this equation is the difference in delay of the two clock

lines that reach module k. Let us call this alpha. kk. Thus

alpha. kk = dc2k - dclk (6)

The next to last term is the difference in the arrival of the phase-one clock

at modules k and j. This is commonly referred to as clock skew and we will

denote it as delta. kj. Hence

delta. kj = dcik - dcij (7)

Each of the remaining two clock period constraints. T2 and T3, also have

similar expressions, therefore

T2 > 01 + 012 + dXij + delta. ij + alpha. ii (8)

T3 > 01 + 012 + dAj + delta. Aj + alpha. jj (9)

where

alpha ii = dc2i - dcli

alpha. jj = dc2j - dclj
(10)

delta. ij = dcli - dcIj

delta. A4 = dclA -dclj

Now 01 represents the amount of time necessary for the capture of the X, Y and

A values plus the time to compute the new value of Y. Let us represent this

as a single delay, dcompute. Furthermore, the terms dA, dX, and dY represent

intermodule path propagation delays, and we will identify them as dpath.
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Then the three constraints on the clock period can be rewritten as

TI > dcompute + dpathY + delta kj + alpha. kk (ii)

T2 > dcompute + dpathX + delta. ij + alpha. ii (12)

T3 > dcompute + dpathA + delta. Aj + alpha. jj (13)

As a consequence the constraint on the clock period can be specified as

T > maxCTI,T2,T3) (14)

all modules

In addition to the constraint shown by equation 14 we must also guarantee that

the two clock phases do not overlap at the input to any module. That is we

must insure

012 , 0 (15)

021 > 0

at each module clock input. A timing diagram for module j is shown in Figure

8. From this diagram we see that

021j = 02l + dcli - dc2j - 21 - delta. j > 0 (16)

012j = 012 + dclj - dc2j - $12 - delta. jj > 0 (17)

So ,
d21 > delta. jj and 012 > delta. jj (18)

Similar expressions can be obtained for the interphase times at other module

inputs, hence

g12 > max (delta. ii. delta. jj, delta. kk)
(19)

#21 > max (delta. ii, delta. jj, delta. kk)

Each of the parameters in these constraint equations has a range of values

which depend on the variations in the fabrication process, the computation

time, and in the interconnection pathways. Let us assume that we have a large

systolic array and that the delays take on their full range of values. Fur-

ther, let us assume that, because the array is large. there exists an adjacent

set of three modules i,J, and k and a coefficient array, A. in which all the

. ... II 1 I ll III I I IIII I 4



parameters have their worst case values. Then the identifying subscripts can

be removed from the constraint equations and they can be rewritten as

T > dcompute + dpath + delta + alpha

P12 > delta (20)

P21 > delta

These equations then show how clock skew, computation time, and intermodule

path delays affect the clock period and thereby the data rate. Recalling that

the data rate is the inverse of the clock period, we have the data rate for

the synchronously controlled systolic array as

DRs < l/(dcompute + dpath + delta + alpha) (21)

2. 2 Asynchronous Control

The one dimensional systolic array shown it Figure I can be adapted to

incorporate the asynchronous or self-timed control structure. In the

synchronous control structure, all events are globally synchronized with the

clock; in other words, every event has a fixed position in the time domain. In

a self-timed system, on the other hand, eveits can be thought of as having a

fixed position in the sequence domain with no event having to occur at a

particular or fixed time. Self-timed systems are an interconnection of

components where each component performs a step in the desired computation. In

order to maintain the order in the sequence domain necessary to perform the

computation, a signal is necessary at the input of a component to initiate

the computation step, and a signal is necessary at the output of the component

to mark the completion of the computation step.

Considering a particular module j in the one dimensional systolic array,

the computation performed by the module is the innner product step

Yj - Yk + A*Xi (i)

As has been mentioned earlier, each module must have three data input lines,

* .*
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one each for the X, Y and A data and two data output lines, one each for the X

and Y data. The control lines necessary for each data input line to achieve

self-timed operation are:

(i) An input line which signals the availability of data on the

particular data line

(ii) An output line which signals the completion of use of data on the

data line.

The control lines necessary for each data output line are:

(i) An output line which signals the availability of data on the

particular data line

(ii) An input line which signals the completion of use of data on the

data line.

The first signal in each set of control lines (i) will be referred to as the

Data Available lines (identified by DA) and the second signal in each set (ii)

will be referred to as the Acknowledge lines (identified by A). The

asynchronous systolic array module and associated control signals is shown in

Figure 9.

2. 2.1 A Petri Net Specification of the Systolic Array Module

Because of the concurrency in the control and data flow in the systolic

array module, it is not possible to specify formally the behaviour of such a

system by a state table. Instead a Petri net is used for the formal

specification of the module. In obtaining this net for the module, we would

like to preserve all the concurrency in the module, as this should maximize

the data rate through the module.

The following characteristics of the asynchronous module (Figure 9) are

important in order to construct the Petri net:

(1) New data can be made available to the module on the right on XDAR



if the acknowledge of the previous data is available on XAR and

data is available from the module on the left on XDAL.

(2) The computation process in the module consists of two distinct

steps, a multiplication followed by an addition. The multi-

plication step can begin as soon as data on XDAL and ADAT are

available and the previous addition step is complete.

(3) The acknowledge signal AAT for ADAT can be sent after the multi-

plication step is complete. The acknowledge XAL for XDAL is sent

only after the multiplication step is complete and the acknowledge

to the data available signal XDAR on XAR has been received.

(4) The addition step can begin as soon as the data required for this

step is available. That is, after the multiplication step is

complete and data is available on YDAR.

(5) New data can be made available to the module on the left when the

addition step is complete and when the acknowledge to the previous

data on YDAL has been received on YAL.

(6) The acknowledge signal on YAR is sent after the addition step is

complete and the acknowledge signal YAL has been received.

Ordering YAR after YAL and XAL after XAR becomes necessary to avoid

generating a new output before the old output has been used. For example, if

we send the YAR signal independent of the YAL signal, new data will become

available for the addition step and a new result could be generated before the

old data has been used, that is, the addition step could end before the

acknowledge signal is received on YAL. Similar reasons necessitate the

ordering of XAL after XAR.

The Petri net for the systolic array module j is presented in Figures

10(a) and 10(b). A note on the new signals used in the Petri net:

ME Multiplication Enable: initiates the multiplication step.
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MC Multiplication Complete: indicates end of the multiplication

step.

AE Addition Enable: initiates the addition step.

AC Addition Complete: indicates end of the addition step.

Notice that the Petri net can be divided into two halves (upper and

lower in Figure 10) which are essentially identical. In the one dimensional

systolic array, the module k is one step ahead in the computation process than

module j because module k starts the computation process before module .. The

Petri net therefore not only represents the interaction between two adjacent

modules but also represents the interaction between two adjacent computation

steps. This results in the two identical halves of the Petri net.

The delay between successive computations in the systolic array module j

can be obtained by analyzing the paths in the module and determining the

"loop" delays. To be as general as possible, this analysis should take into

account the concurrency in the module. Such an analysis, however, becomes

quite involved and is not consistent with the derivations for the synchronous

control structure. Therefore we will remove the concurrency from module j. In

this case, the path having the largest delay is shown in Figures 10(a) and

10(b) in dashed line. This path along with the delays in the path is shown in

Figure 11. The path involves propagation delays that are internal to a module

(identified by the subscript i), propagation delays that are external to the

module, that is, intermodule propagation delays (identified by the subscript

e) and the delay due to the computation. that is, the time necessary to

perform the multiplication and addition.

The intermodule path delays will, in general, be much larger than the

internal propagation delays. We will therefore assume that the internal

delays have been included in the external path delays. The delay through the

module is then given by
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dasync s dcompute + 2dpath (23)

where dpath is the intermodule path delay and dcompute is the delay in the

computation. The data rate for the one dimensional systolic array is then

given by the inverse of the dasync and becomes

DRa = 1/(dcompute + 2dpath) (24)

3.0 Observations

The results of this work provide very useful insight into the performance

of these two control structures. Both of the data rates are inversely

proportitional to the computation time. The asynchronous structure data rate

is related to two times the path delay while the synchronous date rate

involves only a single occurrence of the path delay. The synchronous Zontrol

is naturally dependent on the clock skew, while the asynchronous is not. The

further intrepretation of the results depends on the relative magnitudes of

the three parameters. For example, if the path delay is small compared to the

computation delay (which often would be the case) then only if the clock skew

were zero would the synchronously controlled array perform as well as the

asynchronously controlled array.

Our next efforts will be directed toward obtaining realistic estimates

for these delays and making such comparisons. We also plan on developing

models and data rate equations for both the square and hexagonal systolic

arrays.
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APPENDIX VII WORKING PAPER

REINFORCED DELTA NETWORKS AND THEIR BLOCKING CHARACTERISTICS

William J. Thomaa

1. 0 Introduction

Computer'architects are now considering large scale MIMD-type multipro-

cessor systems as a way of increasing computational power. A typical

configuration for such a system is shown in Figure IA. where the boxes

labelled with P's represent processing elements and the boxes labeled with M -

represent memory units. The interconnection network allows each processor to

communicate with any of the memory units.

Since the processors in an MIMD-type processing system are unsynchronized

and are following separate instructions streams, memory accesses occur in a

more or less random fashion. A commonly studied problem for such a system

is determining its memory bandwidt.h, i. e the average number of memory

units that are active at any given time. The memory bandwidth of multiproces-

sor systems in which the interconnection network is a crossbar has beer,

studied extensively Ml)-33. For large scale systems requiring connection

networks with thousands of ports, however, a crossbar network appears to

reyiire too many discrete components to actually implement. A study by

Franklin, et. al. [4) indicates that a network having 1024 input ports and

output ports and a pathwidth of 16 would require about 7,000 IC packages to

implement (using 240 pin packages). Other interconnection alternatives must.

therefore be considered and several efforts in this direction have been made.

Barnes and Lundstrum £53 and Thanawastien and Nelson £6) have both

considered the use of the shuffle-exchange type of network in these systems.

This type of network is composed of a series of stages, each stage consisting

of numerous 2 input x 2 output switching elements. The overall structure of

mml. • l i- l-. . .i l l i-I I I I



the network may be said to have a rectangular banyan topology (7). Some

specific examples of shuffle-exchange networks are the baseline network, the

indirect binary n-cube, and the flip network. Such networks have been

examined mainly in the context of SIMD-type processing, where their cost

effectiveness has been demonstrated [8).

Shuffle-exchange type networks have several characteristics which make

them attractive for large scale systems. Chiefly, these are: 1) they require

a relatively moderate number of components to implement, and 2) control for

establishing and clearing connections can be decentralized. This last

characteristic enables highly modular designs, as well as potentially short

set-up times for the connections.

The shuffle-exchange structure, however, exhibits internal blocking. That

is, certain connections prohibit certain other connections from being

established. This is due to the fact that paths within the network are

shared. As a consequence of internal blocking, the memory bandwidth of a

system using the shuffle-exchange type of network for random access will be

less than that of a system using a non-blocking type of network (sush as a

crossbar). The shuffle-exchange type of network therefore represents a

tradeoff between cost and performance.

Patel (93 has demonstrated that a better cost/performance tradeoff can be

achieved if larger switching elements (e. g. 4*4 instead of 2*2) are used to

construct the network. He has defined a class of networks called Delta

networks and has presented performance models for their operation in the

random access type of environment.

The scope of Patel's work, however, is somewhat limited since it only

. .. - . -- ' _ -
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considers networks which are constructed homogeneously, i.e. with only one

size switching element. The goal of this paper is to extend Patel's work.

The sections of this paper can be described as follows. Section 2

presents the general concept of delta networks and reviews Patel'l method for

analyzing their blocking characteristics. Section 3 extends the concept of

the delta network to include non-homogeneous topologies, and evaluates the

blocking within these topologies using the model discussed in Section 2.

Section 4 then demonstrates how, these non-homogeneous delta networks can be

converted into networks which are referred to as reinforced delta networks for

the purpose of better fault tolerance and a reduction in blocking. The results

are summarized in Section 5.

2. 0 Standard Delta Networks

This section first defines the topology of delta networks and

demonstrates their ability for decentralized control. Several properties

of delta networks are then given, followed by a review of Patel's methodology

for analyzing their blocking characteristics.

2. I Topology

The general structure of an N nx Nn delta network is shown in Figure 1.

The network has N n network input ports and Nn network output ports. It. is

composed of n stages (S , - . . ,Sn. ), each stage consisting of Nn"- N*N

crossbar switches. These switches are capable of connecting any subset of

their input terminals to an equinumerous subset of their output terminals in

any desired one-to-one combination. The N different output terminals of a

switch are distinguished for control purposes using the labels Ol .... N-l.
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The stages are sequentially interconnected via links. The link pattern

between any two stages may be viewed abstractly as a permutation, P. Together,

the set of permutations (P. P,. . . ,Pno.z) must satisfy the requirement that

there exists a transmission path between any network input port and any

network output port. An additional constraint on each link pattern is that.

only output terminals with identical control labels can be linked to a given

switch in the next stage.

There are many sets of permutations which meet these constraints. Patel

has shown that one such set. c¢',sists of a single type of permutation, called

an N-shuffle, which is defined as follows:

An N-shuffle of Nr objects, denoted *r , corresponds to

the following permutation of the Nr indices <0,1 .... (Nr-1)>:

; 5j(Ni + ~j)mod(Nr) 0 : i Nr-I

Figure -(a) shows an example of a 2-shuffle of 8 indices, and Figure 2(b)

shows a 2 x 23 delta network which uses this permutation for the link

patterns.

Patel has also shown that all of the permutation sets availeble for

interconnecting the stages of an N n x Nn delta network are essentialy

equivalent (in the sense that they all exhibit the same amount of blocking)

when the networks are used in random access environments.

2. 2 Properties

Delta networks have a number of fairly evident properties. These are
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listed below without proof.

1. Delta networks are homogeneous, i.e., all of the switches used to

construct a given network are the same size.

2. Delta networks are uniform, i.e., the number of transmission links

between each pair of stages is constant.

3. In all delta networks, there is a unique path from each network input

port to each network output port.

4. In a delta network, each link connecting two switches is a constituent

part of at least 2 paths that connect different network input and output

ports.

5. In a delta network, at most one link interconnects any two switches in

adjacent stages.

6. Let Ik be the set of network input ports with paths to input terminal

i. of arbitrary switch m in stage S (Ojln-l) of an Nn x Nn delta

network, and let 0. be the set of network output ports with paths from

output terminal ok of switch m for k = 0, .... N-l, then

(a) I.I, .... IM. 1 are all disjoint, and

C 1, .... 01 Ot are all disjoint.

(b) IIk = N for all k = 0,1,... N-1, and

IOkI = N"'" for all k = 0, 1,... *N-1.

2.3 Decentralized Routing Scheme

We now illustrate how a connection between two ports can be established

without the use of a centralized controller. We note first that a link

connecting two switching elements actually represents a collection of wires.

Some of these wires are for sending data while others are for sending control

- I| I - .. ..-- I | . . . . .. ' i
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signals. The control wires associated with the i'th input 'terminal' of a

awitch are used (possibly in conjunction with the data Wires) to tell the

switch which output terminal the i'th input terminal should be connected with.

There are many ways of actually transmitting this information. Logically, the

output terminals of an N*N switch can be distinguished using base N digits as

suggested by the labeling scheme above.

When a control 'digit/ arrives at a terminal of a switch, the switch

connects the wires associated with that terminal to the respective wires of

the indicated output terminal (if the output terminal is not already in use)

Future control signals arriving at the terminal (except maybe a reset signal)

are simply passed through the switch without having any effect. In this way,

a switch in the following stage can be controlled. It should be clear, then,

that a connection between two ports of a network can be established by sending

into the network a string of control digits, each one of which is used to set

the connection through a particular switch. This string of digits is called

the connection 'header'.

In an N" x N" delta network, the connection headers all consist of n

base-N digits. The topology of the delta network is such that all of the

input ports use the same header for establishing a connection to a given

output port. Thus, each output port has associated with it a particular

header, and we ca!l this the address of the port.

2. 3 Blocking

The operation of a multiprocessor system is extremely complex. Typically,

a number of assumptions have to be made when analyzing aspects of its

performance.

I.
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The model that Patel uses to evaluate network bandwidth assumes that the

network operates in a cyclic fashion. This operation is described as follows:

At the beginning of a cycle, connection requests are presented to the

network. Using header information supplied by each request, the conflicts are

resolved and the connections are established. After a time period alotted for

data transfer, the connections are cleared and a new cycle begins.

Included in the model is a parameter (p) which can be used to specify the

probability that each processor has of making a request at the beginning of a

cycle (O,pl). The model assumes that the requests occur independently, and

that a given request is equally likely to be directed to any one of the

network output ports, The bandwidth of the network is defined as the average

number of connections that are established per cycle.

In this paper, we choose to measure the amount of blocking within a

network in terms of the probability (P.) that a path request is not accepted

by the network rather than in terms of bandwidth (BW). These two measures are

related in the following way: P = I - BW./T, where T represents the average

number of requests submitted per cycle, (i. e., T = N'p). Because a similar

analysis of a more general nature is given in section 4.3, we oill now go

directly to a discussion of Patel's results.

Figure 3 shows the probability of blocking for delta networks ranging in

overall size from 4*4 to 4096*4096 (by powers of two). The values are shown

also as a function of the switch sizes that can be used to construct each

overall network, eg. three values are shownfor a 64*64 delta network

corresponding to the three different switch sizes that can be used for its

construction (2*2, 4*4, and 8*8). The values given pertain to a system in

saturation (i. e., pa1).

.. . . . • I - a- . . . . .. .



Also shown for each network size is the blocking probability when a

single switch (i. e., of size N'*N') is used to realize the entire network.

Since a single switch is in itself "non-blocking", these values represent the

blocking which occurs in the form of output port conflicts, and offer a lower

bound for the analysis to which the other values can be compared.

The figure illustrates two major trends. First, the probability of

blocking increases as the size of the network increases for a constant switch

size. Secondly, for a given size network, the probability of blocking

decreases as the size of the switch used to construct the network increases,

which is as one would expect.

2.5 Construction Limitations

Figure 3 also illustrates the basic limitation in the construction of

delta networks that is, very few switch sizes can be used to construct a

given size network. For example, 128*128 and 2048*2048 delta networks are

defined for only one size switch (2*2). In the next section, we extend the

concept of the delta network to include other topologies. Heretofore, we

refer to the networks that Patel has considered as Standard delta networks.

3. 0 Non-Homogeneous Delta Networks

The ideas discussed here on how to construct versatile, yet digit-

controllable networks are not new. Similar concepts have been discussed by

Lawrie in his treatment of omega networks (93. We will limit the scope of our

discussion to network sizes which are powers of two.

3. 1 Topology

Consider how we might construct a 32*32 size digit-controllable network
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given that the semiconductor industry has supplied us with both 2*2 and 4*4

crossbar switching modules. It is clear that we would like to use the larger

module as much as possible in our design.

The same technique that underlies the construction of standard delta

networks can be applied to this problem as well. That is, we first create a

demultiplexer tree that fans out an input port to the required number of

output ports. The tree is obtained by first factoring the total fanout that

is needed into a list of sub- fanout requiretpents, where each of these

requirements can be met by one of the available switch modules. The

factorization should have as few terms as possible, thus utilizing the largest

modules to their greatest extent. This stategy also yields the network with

the fewest number of stages.

In our example, '32' factors into 4x4x2. The three different ways in

which these terms can be ordered correspond to three different fanout trees.

These are shown in Figure 4(a-c).

To construct an overall network, all that needs to be done is to

superimpose numerous fanout trees until the input port requirement is met,

sharing switch modules wherever possible. For all network sizes which are

powers of two, this procedure will result in every switch module being used to

its fullest capacity, i.e., no input or output terminals on any switch module

will be left unconnected. The procedure also results in a network that is

uniform, and has a single path between each network input and putput port.

The link pattern between each of the network stages will depend on the

way in which the trees are superimposed. As with standard delta networks, all

of the link patterns obtained for a given fanout tree will result in networks
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which are equivalent in terms of their blocking characteristics. Two networks

which use different trees, however, will most likely exhibit different amounts

of blocking. Figure 4(d-f) shows completed networks for each of the trees

given in Figure 4(a-c).

The procedure above for constructing an N'*N, delta network (NI a power

of two) can be reduced to the following form:

i) Factor N', i.e., N, = Nx NZ x ...

2) Compose stage i with N'/N switch modules of size N* ,

3) Interconnect stages i and i+1 using an N;..-shuffle link pattern.

Note that this formulation provides for the construction of standard delta

networks as well.

3.2 Digit-Control

The non-homogeneous delta networks described above are digit-controllable

in much the same way that standard delta networks are except that all of the

digits in the header will not be the same base numbers. Recall that each

digit in the header is used to control switches in a different stage, and that

the number base of a control digit is dependent on the size of the switches

that it controls -- a base N number is used to control a switch that has N

output terminals. Since the switch sizes vary from stage to stage, so will

the bases of the control digits.

3.3 Blocking

Patel's analysis is general enough so that the blocking probability of

non-homogeneous delta networks can be calculated directly using his equations.

Figure 5 presents these results. The values shown for each network size

- -i. -. ~------.--



-''-

correspond to non-homogeneous constructions in which various switch sizes were

taken to be the maximum size available. The given values are for the optimal

fanout structure for each network, eg. the value given for the 32*32 network

composed with only 4*4 and 2*2 switches (our continuing example) corresponds

to the fanout structure of Figure 4(a). We note that these optimal values

always correspond to the structure which employs the smallest size switch in

the last stage.

4.0 Reinforced Delta Networks

We now propose what we call the reinforced delta network. The defining

characteristic of these networks is that they have more than one path

connecting each input port to each output port. The effects of this are

twofold. First, these networks are better resistent to faults than the

networks discussed earlier since numerous types of faults will still leave at

least one backup path available between ports which would have elsewise been

isolated. Secondly, the additional paths between ports are capable of being

exploited to give these networks better blocking characteristics than their

counterparts. In both of these senses, the network may be considered to be

"reinforced", and hence the name.

4. 1 Topology

In section 3. 0, we considered how 'non-standard' delta networks could be

constructed. Our method was to employ a nonhomogeneous set of switches.

There is in fact no reason why we can not construct these networks using only

one size switch. For example, let us replace adjacent pairs of 2*2 switches

£ .
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which appear in the final stage of the 32*32 network shown in Figure 4(f)

with single 4*4 switches. The resulting network is shown in Figure 6. Note

that now switches in stages two and three that are connected are connected via

two links. We could therefore simply leave off one of these connections, but

this would clearly decrease the concurrent connection capabilities of the

network since only N'/2 transmission links would connect stage two to stage

three, and thus at most N1/2 connections could ever be simultaneously

established (as opposed to a maximum of N' for all of the networks previously

tonsi dered).

The fact that there are now two physical paths between each pair of

network ports does not pose a problem for the digit-controlled routing scheme

-- the device at a network input port simply chooses one or the other of the

paths and specifies the appropriate routing header. In essence, each output

port now simply has two addresses. Note that since the network is once again

homogeneous, the digits composing the output port addresses are all once again

base N numbers.

Although we will not discuss the fault tolerant properties of reinforced

delta networks in this paper, we note that different interconnection patterns

have different degrees of fault tolerance. For instance, the network shown in

Figure 7 is only fault tolerant to those types of faults which affect a single

link or terminal of a switch. If an entire switch fails, certain pairs of

network ports will be isolated The network shown in Figure 8, however, which

uses a different interconnection scheme (i. e., a pair of 4-shuffles) is

tolerant to whole switch failures for any of the switches in the middle stage.
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4.3 Blocking

We now derive an approximate expression for the blocking probability of a

reinforced delta network und:r the assumption that the network is employed in

a distributed proccessing system and is used for random access purposes.

Specifically, we assume the following system operating charateristics.

1) Attached to each input of the network is a source of path requests,
eg. a processor, and attached to each output is a destination, eg.
a memory unit. All requests for paths are source initiated.

2) Requests enter the network in a synchronized fashion, i.e. as a batch.
All previous connections are cleared before a new batch is entered.
The entering of a batch of requests corresponds to the beginning of a
network cycle and the clearing of the old paths corresponds to the end
of a cycle.

3) Any request which is blocked is ignored; i.e., the requests entered
with the next batch are independent of the requests that were blocked.

4) At the beginning of each cycles each source has generated a new
request with probability p.

5) The requests generated by each source are random, independent, and
uniformly distributed over all of the destinations.

6) The requests are self-routing through the network: when a request is
accepted by a switching element, it is randomly assigned to one of the
L links of the requested output port; when a conflict is incurred at a
switching element, all possible outcomes are equally likely.

These operating assumptions provide a simple framework for evaluating the

blocking characteristics of a network. The measure used to characterize

blocking is the probability that a path request is not accepted by the

network.

Requests can be blocked for two reasons. First, if two or more sources

request the same destination, only one of these requests can be accepted,

while the others are said to be blocked. Second, since the networks that are

being considered use a system of shared links, it is possible for two or more
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requests to require a common link even though their final destinations may be

distinct. Again, only one of the requests can be accepted, while the others

are considered blocked.

We have assumed a self-routing control scheme. That is, a path

request from a source enters the network with enough information to set each

switch that it encounters to the required switch-setting. We also

assume that the network is self-arbitrating. That is, both types of

conflicts discussed above are resolved within the network. Specifically, they

are resolved at the point in the network where the conflict occurs. A

conflict materializes when more than L requests arrive at a switch module

requiring the same module output port. When such an event occurs, the module

arbitrates among these. L requests are randomly selected to be passed on via

the L available output links, while a blocked signal is returned to the

sources of the other requests. Hence, the elimination of requests occurs at

the switches in terms of local output conflicts. The probability that a

request encounters a local output conflict and is not selected while trans-

versing the network is thus the probability that it gets blocked.

Combining this technique for resolving conflicts with the

assumptions that have been made about the distribution of network traffic

(assumptions 4 and 5), a probabilistic model can be derived to evaluate this

blocking probability. We first analyze the affects of local output contention

at a switch module.

4. 3.1 Switch Module Blocking Analysis

Assume that the following four traffic conditions exist at a switch

module. We will later show that these conditions approximately coincide with

u . ...... . . . . . . . I|-II I II I -I I I I~ l[ . . I



-15-

those at an arbitrary switching element in the network.

1) The request rate at each of the module's N inputs is p; that is, each
input contains a request with probability p on any given cycle.

2) The existence of a request at an input is independent of the requests
at the other inputs.

3) A request is equally likely to require any one of the module's f
output ports (f = N/L).

4) The requests at each cycle are independent of the requests of the
proceeding trials.

Let us label the output links of a module as follows: each output is

labeled as Oij, where i indicates an output port (i = 1,2,..,f ) and j

indicates a particular link of that port (j = 1,2,... ,L). After the conflicts

for a given trial are resolved, an output link may or may not contain a

request. Let Xij be a indicator random variable such that

=I if output link Oij contains a request
Xij =

1 0 if output link Oij does not contain a request.

Since the arbitration procedure is independent of time, then under the above

conditions, the Xij's will have the following stationary probability

distibutions:

P{Xij = l} = p'ij and P(Xij = O = I - p'ij for all i,j.

Hence, each Xij is a Bernoulli random variable. Further consideration of the

facts that each incoming request is equally likely to require any one of the

module's output ports and each link of an output port is equally likely to be

selected to pass on an accepted request indicates that every output link will

contain a request with equal probability. Thus

P(Xij = )= p, and PCXij = 01 = I - p, for all ij.

* -%
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Note, however, that the Xij's are not independent. That is, given that

link Oij contains a request, this influences the probability that link Oik

will contain a request.

An expression relating p, to the parameters p, N, and L has been derived

in the appendix and is given in equation (i).

For the special configuration where L=I, the expression for p, reduces

(see appendix) to

N
p/ (i - p/N) for L=l (2)

This expression was first obtained by Strecker (10] as an approximation

to the memory access rate of a multiprocessor system in which N processors are

connected to N memories via an N*N non-blocking switch. This is also the

expression on which Patel bases his blocking analysis of delta networks.

Recall that all of the modules in a delta network are configured as full N*N

swi tches.

Let us define the probability of acceptance for a module, Pa, to be the

ratio of the expected number of requests that are accepted to the expected

number of requests that arrive. Then

Pa = N-p'/ N-p = p./p (3)

Figure 9 shows the probability of acceptance of various modular configuations

and sizes for p equal to 1.

From the above analysis, we may conclude that under the given traffic
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conditions, the resolution of conflicts in the prescribed manner will yield a

request rate at an output link which is uniquely determined by the

configuration of the module and the request rate at the input links; and that

the request rate at each output link will be the same, although not

independent. This rate is given by expression (1).

4. 3. 2 Network Blocking Analysis

In order for a request to be accepted by the network, it must be accepted

at each switch module that it encounters. In transversing the network, a

request will encounter n switch modules, one at each stage. If we can show

that the traffic at each module encountered adheres to the conditions

specified in the last section, we can then apply equation (2) to determine the

probability that a request survives each encounter. The probability that it

survives all of the encounters is the probability that it is accepted by the

network. Since the paths between every input-output pair are equivalent, this

probability characterizes the acceptance probability for the entire network.

Alternatively, we can define the probability of acceptance for the

network in the same fashion that we defined the probability of acceptance for

a module; i.e., let the acceptance probability, PA, be the ratio of the

expected number of requests which are accepted by the network to the expected

number of requests which arrive at the network. Since the network has an

equal number of inputs and outputs, this again reduces to the ratio of the

average request rate at the output links, po, to the average request rate at.

the input links. pi.

PA = po/pi (4)

Under the assumption that each source has a probability p of generating a
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request on a given cycle, then p is the average input rate of requests. By

recursively applying the results of equation (I) at each stage of the network,

we can obtain the average output rate of requests.

Let us now show that the traffic conditions under which equation (i) was

obtained approximately correspond to those at an arbitrary switch module.

Consider first a module in stage one. Each of its inputs is directly

linked to a source. Therefore, by assumption 4 of the system operating

characteristics, the request rate at every input is p. By assumption 5, these

requests arrive independently, and by assumption 3, the requests are

independent from cycle to cycle.

Recall from section 2.2 (property 6) that the topology of the networks

under consideration is such that each output port of a switch module leads to

a distinct set of destinations, each set being of the same cardinality.

Therefore, given that a generated request is equally likely to be directed to

any of the destinations (assumption 5), then the request is equally likely to

require any one of the module's output ports. Hence, the four assumed traffic

conditions hold true Yor a module in stage one.

Consider now the modules in stage two. Since the incoming requests to

the network are independent from cycle to cycle, and the network is cleared

between cycles (assumption 4), it is clear that the requests at all stage two

modules are independent of the requests of preceeding cycles. By a similar

arguement to the one used for the stage one modules, it is also clear that an

incoming request is equally likely to require any one of a module's f output

ports.

All of the inputs to a stage two module are directly linked to modules in
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stage one. Since all of the stage one modules are configured &like (a

topological rule), and each has the same input rate, then all of the links

between stages one and two will contain a request with the same probability

(determined by equation 1). Thus all of the inputs to a module in stage two

will have the same request rate. However, if the modules in stage one are

configured with L 5 1. then all of the incoming requests will not be

independent. Specifically, only those requests arriving from different.

modules will be independent because these requests will have evolved along

independent paths from distinct sets of sources. There will be some

correlation between the requests arriving from a single module via multiple

link connections. This correlation, however, is small and we will assume that

the arrival of requests on these links is independent as well. Therefore,

equation (1) can be used to approximate the result of the conflict resolutions

at stage two. Similar arguements can be applied at the remaining stages. It

is clear then that under the assumption of independent requests, equation (1)

can be applied to every module in the network.

4.3.2 Results

Figure 10 illustrates the reduction in blocking of reinforced delta

networks with respect to their non-homogeouS counterparts This reduction i;

most significant for small networks.

5. 0 Concluding Remarks

This paper has presented the concept of the reinforced delta network.

Like the standard delta network, reinforced delta networks have moderate

component counts and are able to be decentrRlly controlled. Moreover, they

are versatile in their constructions and have slightly better bandwidths thar,

standard delta networks,

* =-
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Derivation of equations [i I and [2 3

The general configuration of a switch module is showr i, Figure A. I.

The traffic conditions for the analysis are:

1) Each input. contains a request. with probability p,

2) Requests at the inputs occur independently,

3) A particular request is equally likely to require any one of the t
output ports

Requests are accepted and assigned to specific output links as follows. Let

k be the number of requests that require output. port i, (k =0,I, . N)

Then,

i) if t;<= L, all k., requests are acceptedi

2) if kL- L, L of the k.Z request. -- chosen randomly -- are accepted

Accepted roquests are then randomly assigned to output links of the requested

port.

We are to determine p, the probability that an arbitrary output link

contains a request.. Let. Xij be defined as in section 3. 1, i.e. Xij is F-n

indicator random variable such that:

I when output link Oij cont.ains a request
xij J [Ai] [

( 0 when outpL'.. link Oij does not contain a request

Then, p'ij = P(Xij = i0.

Let Er be the event that r requests arrive at the module, (r= O, ...., N)

Then, by the law of total probability.

pli.j = PtXij = I I Er) P(Er). CA2]
0,,r<N

For the given traffit conditions,

P(Erp (lp) CA33

.-,-.



Consider now P(Xij = I I Er), the probability that output link Oi.) contains a

request given that r requests arrived. Let Ek. be the event that k requests

require output. port. i. (i = 1.2. f) Then, once again by the law of total

probability,

P(Xij = I I Er) P(Xij = I I EkL Af Er) P(Ek£1 Er). CA43
O<k <r

P(EkI Er) is the probability that k; of the r requests require port i. Since

each request. has probability 1. of requiring port i. ther,

P:Ek IEr) =(/') (A53

Given that. kZ requests require port. i, the probability that arbitrary

output link Oij is assigned a request, P(Xij=i I EkV, /Er"., is:

1 k ./L for I. < L
1 for k;.> L. [A63

Hence,

P(Xij = I I Er) = k,./L) P(Ek.I Er- + (1) P(EkZI Er)s
(OMh'L-1 L k, r

(k./L) P(ElI Er) +

r ) O.wI ;I A

I - 10i'. - VA/L)(- 4 '.L-' ,A;

Substituting CA93 and CA33 into tA23. thtn

=~~~l r,1-~ 0

O r'N O< LL -<k L-i

To show that the standard configuration of L=i i. simply just. a special case

of this general analysis. we can substitute L=I into (AIVO This expre-5sion

then reduces as follows

p2~i= O.IK ((,. ) ,/u.) t.2(,A., W P) L1132

0 . ......

I l
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p - A133
O<r<N O<r(N

= I - (p- )a -P) " [AI43
0< r<N

which by the binomial theorem,

I- + (I - P) CA153

= I - ( EA

which is .hat we got in section 2. 4 during the analysis of standard delta

networks
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